
Investigate measures to minimize the effect of operations of 

Anderson Ranch Dam on the South Fork Boise River between 

Anderson Ranch and Arrowrock Reservoirs 

Reported to:  US Bureau of Reclamation 

USBR Project #:  Rl2APJ 1025 

Reported type: Final Report 

Report Date:  December 31, 2017 

Prepared by:  Rohan Benjankar, Mohammad Mehdi Sohrabi, Daniele 

Tonina  

Center for Ecohydraulics Research,  

University Of Idaho,  

Boise, ID 



i 

List of Content 

LIST OF CONTENT I 

LIST OF FIGURES IX 

LIST OF TABLES XVIII 

1  EXECUTIVE ABSTRACT 1 

2  INTRODUCTION 4 

2.1  PROJECT OBJECTIVES AND TASKS 4 

2.2  STUDY AREA 7 

2.2.1  Hydrology ........................................................................................................ 8 

2.2.2  Basin climate ................................................................................................... 9 

2.2.3  Basin geology .................................................................................................. 9 

2.3  DATA AVAILABLE AND REQUIREMENT 9 

2.3.1  Watershed topographical data ...................................................................... 10 

2.3.2  Channel bathymetry and adjacent topography ............................................. 11 

2.3.2.1  Topographic data quality analysis 11 

2.3.3  Hydrological data .......................................................................................... 13 

2.3.4  Climate and meteorology data ...................................................................... 15 

2.3.5  Climatic scenarios selection .......................................................................... 15 

3  HYDRAULIC AND HYDROLOGICAL MODEL SELECTION 18 

3.1  HYDROLOGICAL MODEL SELECTION 18 



ii 

3.1.1  Comparison of hydrologic models ................................................................ 18 

3.1.1.1  Variable Infiltration Capacity (VIC): 18 

3.1.1.2  Hydrologic Simulation Program FORTRAN (HSPF): 19 

3.1.1.3  MIKE SHE: 19 

3.1.1.4  Penn State Integrated Hydrologic modeling system (PIHM): 20 

3.2  HYDRAULIC MODELING TEST FOR THE SFBR 20 

4  STREAM TEMPERATURE ESTIMATION 27 

4.1  INTRODUCTION 27 

4.2  STUDY AREA AND DATA 29 

4.3  METHOD 33 

4.3.1  Data collection .............................................................................................. 33 

4.3.2  Model development ........................................................................................ 34 

4.3.3  Model evaluation ........................................................................................... 37 

4.3.4  Stream temperature prediction for Tributaries without observed stream 

temperature: .................................................................................................. 38 

4.3.5  Role of discharge ........................................................................................... 38 

4.3.6  Effect of inclusion of the autoregressive component ..................................... 39 

4.3.7  Historical reconstruction .............................................................................. 39 

4.3.8  Comparison to the Modified Mohseni Model ................................................ 39 



iii 

4.4  RESULTS 40 

4.4.1  Model evaluation ........................................................................................... 40 

4.4.2  Stream temperature prediction ...................................................................... 42 

4.4.3  Role of discharge ........................................................................................... 44 

4.4.4  Effect of inclusion of the autoregressive component ..................................... 46 

4.4.5  Historical reconstruction .............................................................................. 47 

4.4.6  Comparison to the modified Mohseni model ................................................. 48 

4.5  DISCUSSION 49 

4.6  CONCLUSIONS 53 

5  HYDROLOGICAL MODEL 54 

5.1  INTRODUCTION 54 

5.2  METHOD 55 

5.2.1  Description of snow Model: ISNOBAL ......................................................... 55 

5.2.2  Forcing data and spatial distribution method ............................................... 56 

5.2.3  Pre-calibration analyses ............................................................................... 59 

5.2.4  PIHM inputs .................................................................................................. 65 

5.2.5  Sensitivity analyses ........................................................................................ 68 

5.2.6  Initial calibration and evaluation of the model ............................................. 68 

5.2.7  Final calibration and evaluation of the model .............................................. 68 



iv 

5.3  RESULT AND DISCUSSION 70 

5.3.1  Sensitivity analysis ........................................................................................ 70 

5.3.2  Initial calibration and evaluation of the model ............................................. 72 

5.3.3  Final calibration and evaluation of the model .............................................. 74 

5.4  CONCLUSION 79 

6  ONE-DIMENSIONAL HYDRAULIC MODEL 80 

6.1  INTRODUCTION 80 

6.2  METHOD 81 

6.2.1  1D hydraulic model development .................................................................. 81 

6.2.2  River Network ................................................................................................ 82 

6.2.3  Channel cross-section ................................................................................... 82 

6.2.4  Upstream and downstream boundary conditions .......................................... 83 

6.2.5  Tributary inflows ........................................................................................... 83 

6.2.6  Mass balance analysis of discharge within the study reach ......................... 84 

6.2.7  Boundary resistance ...................................................................................... 87 

6.2.8  Stream temperature model development ....................................................... 88 

6.2.9  Hydraulic model calibration and validation ................................................. 90 

6.2.10  Stream temperature model calibration .......................................................... 92 

6.3  CALIBRATION RESULT AND DISCUSSION 92 



v 

6.3.1  Hydraulic model ............................................................................................ 92 

6.3.2  Stream temperature model ............................................................................ 96 

7  TWO-DIMENSIONAL HYDRAULIC MODEL 100 

7.1  INTRODUCTION 100 

7.2  METHODOLOGY 103 

7.2.1  2D hydraulic model setup ............................................................................ 103 

7.2.2  2D hydraulic model calibration .................................................................. 105 

7.3  CALIBRATION RESULT AND DISCUSSION 106 

8  FISH HABITAT MODEL 109 

8.1  INTRODUCTION 109 

8.2  METHODOLOGY 111 

8.2.1  Preference curves ........................................................................................ 112 

8.2.2  Fish habitat model development .................................................................. 114 

8.2.3  Habitat function of discharge ...................................................................... 115 

8.2.4  Habitat time series ....................................................................................... 115 

8.2.5  Habitat prediction ....................................................................................... 116 

8.3  RESULTS: 116 

8.3.1  Hydraulics ................................................................................................... 116 

8.3.2  Habitat ......................................................................................................... 118 



vi 

8.3.3  Temperature effect ....................................................................................... 118 

8.3.4  Spatial habitat shift ..................................................................................... 119 

8.4  DISCUSSIONS 120 

8.5  CONCLUSIONS 123 

9  IMPACTS OF DAM MANAGEMENT ON AQUATIC HABITAT 124 

9.1  INTRODUCTION 124 

9.2  METHODOLOGY 125 

9.2.1  Climatic conditions ...................................................................................... 125 

9.2.2  Impacts of dam management ....................................................................... 126 

9.3  RESULTS AND DISCUSSIONS 127 

9.3.1  Dam impacts ................................................................................................ 130 

9.3.1.1  Habitat 130 

9.3.1.2  Spatial habitat shift 133 

9.3.2  Can dam management offset degraded habitat? ......................................... 135 

9.4  CONCLUSIONS 136 

10  ANALYSIS OF STRANDING POOL FORMATION 138 

10.1  INTRODUCTION 138 

10.2  METHODOLOGY 138 

10.3  RESULTS AND DISCUSSION 139 



vii 

10.3.1  Probabilities stranding pool formation ....................................................... 142 

10.3.2  Flow recession rates .................................................................................... 143 

10.4  CONCLUSION 143 

11  HYPORHEIC FLUX MODEL 144 

11.1  INTRODUCTION 144 

11.2  METHODS 144 

11.3  TEMPERATURE PROBES DESIGN 145 

11.4  TEMPERATURE PROBES INSTALLATION 146 

11.5  FIELD STUDY SITE 149 

11.6  CONCLUSION 152 

12  APPENDIX A: MAPPING OF SUCCESSFUL COTTONWOOD RECRUITMENT 
AND PLANTATION IN THE SOUTH FORK BOISE RIVER 153 

12.1  INTRODUCTION 153 

13  METHODOLOGY 153 

13.1  STUDY AREA 153 

13.2  REQUIREMENT FOR SUCCESSFUL NATURAL COTTONWOOD RECRUITMENT 154 

13.3  SURVEY OF COTTONWOOD RECRUITMENT SITES 155 

13.4  2D HYDRAULIC AND COTTONWOOD MODEL 156 

13.5  PREDICTION OF AREAS FOR SEEDLING PLANTATION 157 

13.6  RESULT AND DISCUSSION 158 



viii 

13.6.1  Survey of cottonwood recruitment sites ....................................................... 158 

13.6.2  Simulated favorable areas for cottonwood seedling plantation .................. 158 

14  CONCLUSIONS 163 

15  REFERENCES 164 

 



ix 

List of Figures 

Figure 2.1: South Fork Boise River (SF Boise River) basin and study area .................................. 7 

Figure 2.2: South Fork Boise River basin and nearby weather stations. ...................................... 10 

Figure 2.3: LiDAR (green circles) and University of Idaho survey points (purple triangles) within 

ground survey perimeter (red pollygon) depicting one of the four areas used to calculate 

deviation between the two survey methods. ......................................................................... 12 

Figure 2.4: Elevation of UI (University of Idaho) and LiDAR surveyed random points plotted 

against X-coordinates for the four locations: Power house, Anderson Dam gauge, Cow 

Creek and Danskin Bridge. ................................................................................................... 13 

Figure 2.5: Hydrograph (Featherville gauge station) categorized for wet (a), average (b) and dry 

(c) years. ................................................................................................................................ 17 

Figure 3.1: Simulated water surface elevations (WSE) with 1D and 2D hydraulic models in 

South Fork Boise River for low and high discharge scenarios. A 0 chainage in the figure is a 

first point where WSE is compared, not a beginning of the study reach. WSEs were just 

compared at the locations where we assumed there is no boundary effects (upstream and 

boundary). ............................................................................................................................. 21 

Figure 3.2: Spatially distributed flow depth and velocity distribution for reach of the South Fork 

Boise River. Sub-figure numbers are: a. depth for high discharge (HQ), b. velocity for HQ, 

c. depth for low discharge (LQ), and d. velocity for LQ ...................................................... 22 

Figure 3.3: Spatially distributed flow depth, velocity and habitat suitability distribution for 

straight reach of the South Fork Boise River. Sub-figure numbers are: a. depth for high 

discharge (HQ), b. velocity for HQ, c. depth for low discharge (LQ), and d. velocity for LQ, 

e. combined cell suitability index (CSI) form 1D model for HQ, f. combined CSI form 2D 

model for HQ, g. combined (CSI) form 1D model for LQ, f. combined CSI form 2D model 

for LQ.................................................................................................................................... 23 



x 

Figure 3.4: Spatially distributed habitat suitability distribution for meander reach in the South 

Fork Boise River. Sub-figure numbers are: a. combined cell suitability index (CSI) from 1D 

model for high discharge (HQ), b. combined CSI form 2D model for HQ, c. combined 

(CSI) form 1D model for low discharge (LQ), and d. combined CSI form 2D model for LQ.

............................................................................................................................................... 25 

Figure 4.1. Study area and spatial distribution of the metrological, hydrological and temperature 

gauge stations. ....................................................................................................................... 30 

Figure 4.2. Location of weather and stream temperature stations at eight different climate regions 

in United States. .................................................................................................................... 31 

Figure 4.3. Linear and non-linear relationship between daily stream water and air temperatures at 

station T10. ........................................................................................................................... 34 

Figure 4.4. One-day and seven-day lagged autocorrelation of daily stream water temperature at 

station CT7. ........................................................................................................................... 35 

Figure 4.5: Observed stream water temperature at Dixie, Cow, Granite and Pierce creeks. ........ 38 

Figure 4.6. RMSE and NSC, including both calibration and validation periods, of Ta model. ... 41 

Figure 4.7. Simulated and observed daily stream water temperatures and discharge at CT2 (a) 

and CT6 (b) stations. ............................................................................................................. 42 

Figure 4.8. Average RMSE of Ta model for each month. ............................................................ 42 

Figure 4.9: RMSE and NSC at four stations at Boise River Basin. .............................................. 43 

Figure 4.10: Predicted water stream temperature at Pierce Creek by using posterior distributions 

calculated from Dixie Creek. ................................................................................................ 44 

Figure 4.11. Changes in the RMSE of SWTM by adding discharge. ........................................... 45 



xi 

Figure 4.12. Changes in the RMSE of SWTM by adding discharge as a predictor at a monthly 

scale....................................................................................................................................... 45 

Figure 4.13. Time series of simulated and observed daily stream water temperatures at CT5 (the 

top figure) and T7 (the bottom figure) stations, respectively. .............................................. 46 

Figure 4.14. Effect of disregarding autoregressive component at T22 (the top figure) and CT7 

(the bottom figure). Red line indicates estimated stream water temperatures from Ta model. 

Green line shows estimated stream water temperatures from Ta model without 

autoregressive component. .................................................................................................... 47 

Figure 4.15. Hindcast of daily stream water temperature (Ta-Q model) for the period with 

different hydrological conditions from the calibration period at station D2. The top figure 

indicates calibration period (average year) and the bottom figure shows validation period 

(wet year). ............................................................................................................................. 48 

Figure 4.16. Comparison of daily stream water temperature predicted with the modified Mohseni 

and SWTM. ........................................................................................................................... 49 

Figure 4.17. Comparison between generated daily stream temperatures from SWTM and the 

modified Mohseni model at CT5, a snow dominated basin. ................................................. 49 

Figure 5.1: Spatial distribution of weather and SNOTEL sites (full circle). ................................ 57 

Figure 5.2: Comparison of spatially averaged melt and discharge at Featherville and Dixie gauge 

stations. ................................................................................................................................. 61 

Figure 5.3: Melt partitioned with elevation and aspect bands. Note that Avg Melt shows spatially 

average melt over the watershed. The first letter of aspect-elevation name indicates the 

aspect band and letter "e" followed by a number the elevation band. For instance, S-e1 

indicates melt in southern aspect and first elevation band. ................................................... 63 



xii 

Figure 5.4: Spatial distribution of SWI for the April and May peak discharges over SFB 

watershed. ............................................................................................................................. 64 

Figure 5.5: Generated river elements and meshes for the sub-basins of Pierce, Dixie, and South 

Fork of Boise River upstream of the Featherville gauge. ..................................................... 66 

Figure 5.6: Groundwater initial water table elevation for PIHM at Featherville. ......................... 67 

Figure 5.7: River elements and mesh cells for upstream of Anderson Ranch Dam. .................... 69 

Figure 5.8: Sensitivity analysis results for soil vertical hydraulic conductivity (sV), macro-pore 

vertical hydraulic conductivity (mV), porosity (p) and Beta. Simulated Q is discharge 

simulation without any change in calibration factors. Letters H and L show increase and 

decrease in a parameter, respectively. ................................................................................... 71 

Figure 5.9: Comparison between simulated and measured discharges at Featherville, Dixie and 

Pierce gauge stations. ............................................................................................................ 73 

Figure 5.10: Simulated and observed stream flow at Featherville. ............................................... 75 

Figure 5.11: Simulated and observed stream flow at Anderson. .................................................. 77 

Figure 5.12: Simulated and observed streamflow at Dixie (the left graph) and Pierce (the right 

graph) for wy2013................................................................................................................. 78 

Figure 5.13: Correlation between measured stream flow of Pierce and Featherville for wy2013.

............................................................................................................................................... 79 

Figure 6.1: Gauge stations within Boise River Basin and transducers location to measure stages 

and water temperatures. ........................................................................................................ 85 

Figure 6.2: Regression equations developed by correlating discharges of Fall, Dixie and Pierce 

creeks to Mores Creek (a, b, c). Measured and predicted discharges from regression 



xiii 

equation based correlation between Dixie and Mores Creeks at the Pierce Creek and 

weighted-area approach (d). .................................................................................................. 86 

Figure 6.3: Measured and estimated discharges at the Neal Bridge gauge station. ...................... 87 

Figure 6.4: Measured and simulated water surface elevation for low flow (8.5 m3/s) ................. 93 

Figure 6.5: Measured and simulated water surface elevation for medium flow (45.6 m3/s) ....... 93 

Figure 6.6: Simulated and observed WSE at the Cow Creek Bridge ........................................... 95 

Figure 6.7: Simulated and observed WSE at the Private Bridge .................................................. 95 

Figure 6.8: Simulated and observed WSE at the Canyon section................................................. 96 

Figure 6.9: Observed and simulated temperatures at the Cow Creek Bridge. .............................. 97 

Figure 6.10: Observed and simulated temperatures at the Danskin Bridge. ................................. 97 

Figure 6.11: Observed and simulated temperatures at the Private Bridge. ................................... 98 

Figure 6.12: Observed and simulated temperatures at the Canyon section. ................................. 98 

Figure 7.1: Upper and lower 2D model extents, water surface elevation and velocity measured 

locations along the channel. ................................................................................................ 104 

Figure 7.2: Difference between measured and predicted water surface elevations for discharges 

of 8.5 (left) and 45.6 m3/s (right). +ve and –ve values indicate higher and lower measured 

values, respectively. ............................................................................................................ 106 

Figure 7.3: Simulated and predicted velocity for discharge 8.5 m3/s at Cow Creek and Private 

Bridge, respectively. The progressive distance is from the right to left bank. ................... 107 

Figure 8.1: Temperature preference curve and green diamonds represents measured water 

temperatures at fish locations (left).Water depth and velocity preference curves for Bull 



xiv 

Trout rearing habitat, red squares and blue triangles are measured depths and velocities at 

fish locations (right). ........................................................................................................... 113 

Figure 8.2: Maximum daily temperature from upstream (XS3300) to downstream (XS24000) for 

the entire simulated water year (WY 2013) ........................................................................ 113 

Figure 8.3: Observed fish distribution over spatially distributed habitat quality ....................... 114 

Figure 8.4: Box plots for minimum (5%), first quartile (25%), median (50%), third quartile 

(75%) and maximum (95%) of water depths (bottom) and velocities (top) for different 

discharges. Green line indicates inundated area (extent) for different discharges. ............ 117 

Figure 8.5: Spatial distribution of velocities and inundated areas for discharges 68 m3/s (top 

panel) and 102 m3/s (bottom panel). Red lines indicates bankfull channel boundary. ....... 117 

Figure 8.6: WUA and HSI quantified with water depth and velocity only (without temperature) 

as a function of discharges calculated for channel, off-channel and combined spatial extents.

............................................................................................................................................. 118 

Figure 8.7: Dam regulated and unregulated (natural) weighted usable area (WUA) (left). 

Temperature in legend indicates inclusion of water temperature for WUA calculation. ... 119 

Figure 8.8: Spatial shift in high quality habitat for low (8 m3/s) and high flows (102 m3/s) 

(right). ................................................................................................................................. 120 

Figure 8.9: Water temperature patterns for the water year 2013 for unregulated and regulated 

scenarios. ............................................................................................................................. 121 

Figure 8.10: WUA and SI for Bull Trout (BT) and rainbow trout (RBT) rearing habitats as a 

function of discharges ......................................................................................................... 122 

Figure 9.1: Regulated, modified and unregulated hydrology and daily averaged water 

temperature at the Anderson Dam for a. dry (2007), b. average (2010), and c. wet (2006) 

climatic years ...................................................................................................................... 129 



xv 

Figure 9.2: Total (channel and lateral channel) WUA with all three hydraulic variables water 

depth, velocity and temperature for regulated, modified and unregulated flows for a. dry 

(2007), b. average (2010), and c. wet (2006) climatic years. Hydraulic-quantified WUA is 

based on water depth and velocity only. ............................................................................. 131 

Figure 9.3: Channel and lateral channel WUA for regulated and unregulated flows for a. dry 

(2007), b. average (2010), and c. wet (2006) climatic years. ............................................. 134 

Figure 9.4: Spatially distributed habitat quality in main- and lateral-channel for a. 227, b. 142, c. 

68, d. 45, and e. 17 m3/s. Green line is boundary for bankfull extent. ................................ 135 

Figure 10.1: Preliminary map of model delineated stranding pools (green) for discharge 57 m3/s 

and field surveyed stranding pools in 2012. ....................................................................... 140 

Figure 10.2: Model delineated number of stranding pools and area against discharge magnitude.

............................................................................................................................................. 141 

Figure 10.3: Spatially distributed stranding pools for a. 227*, b. 142*, c. 68, d. 57, and e. 17 

m3/s. *only pools more than 200 m2 are shown. ................................................................. 141 

Figure 10.4: a. stranding pool (area) formation when flows recede from high (e.g., 250 m3/s) to 

base flow (8 m3/s), b. frequency of days (%) that specific areas of stranding pool formation 

between regulated and unregulated scenarios for dry, average and wet climatic conditions, 

c., frequency of days  for down ramping rate of <8.5, 8.5-17, and >17 m3/s/day during flow 

<68 m3/s and  d. flow >68 m3/s. .......................................................................................... 142 

Figure 11.1: Left: South Fork Boise River study site showing the debris flow that added sediment 

to the channel, with approximate thermal scour/ deposition chain installation locations 1, 2, 

3, 4. (Photo used with permission from the USDA, Boise National Forest); Middle: Field 

temperature probe; Right: Temperature probe installed with data logger. ......................... 148 

Figure 11.2: Pre-flood (blue) and post-flood (red) grain size distribution at South Fork Boise 

River locations 1 and 2. Locations 3 and 4 did not experience significant change in grain 



xvi 

size distribution due to little scour or deposition and their grain size distribution remained 

similar to the pre-flood condition. ...................................................................................... 148 

Figure 11.3: South Fork Boise River measured and calculated stream bed elevations at locations 

1, 2, 3, and 4, plotted with the hydrograph released from Anderson Ranch Dam (secondary 

y-axis, blue line). ................................................................................................................. 150 

Figure 11.4: South Fork Boise River calculated sediment seepage velocities at field locations 1, 

2, 3, and 4, plotted with the hydrograph released from Anderson Ranch Dam (secondary 

y-axis, blue line). Depth of temperature sensor increases with increasing sensor number 151 

Figure 13.1: Required physical criteria for successful cottonwood requirement and typical 

hydrographs for pre-dam (unregulated) and post-dam (regulated) reaches (Benjankar et al., 

2014a). Green line shows water surface optimal rate of change for cottonwood recruitment.

............................................................................................................................................. 154 

Figure 13.2: Example of field survey natural cottonwood recruitment area (a) and field surveyed 

cottonwood recruitment on a narrow band near channel (b and c). .................................... 156 

Figure 13.3: Input physical variables and output from the cottonwood model. Figure is modified 

from Benjankar, et al. (Benjankar et al., 2014a) ................................................................. 157 

Figure 13.4: Favorable areas for cottonwood plantation. ........................................................... 159 

Figure 13.5: Detailed favorable areas (green) for cottonwood plantation at Site 1, downstream of 

Anderson Ranch Gauge Station (2790 m river distance from the Dam). Red triangles and 

yellow circles indicate river distance (m) from Anderson Ranch Dam and road distance 

based on Anderson Ranch Gauge Station, respectively. ..................................................... 160 

Figure 13.6: Detailed favorable areas (green) for cottonwood plantation at Site 2, downstream of 

Cow Creek Bridge (12990 m river distance from the Dam). Red triangles and yellow circles 

indicate river distance (m) from Anderson Ranch Dam and road distance based on Cow 

Creek Bridge, respectively. ................................................................................................. 161 



xvii 

Figure 13.7: Detailed favorable areas (green) for cottonwood plantation at Site 2, downstream of 

Danskin Bridge (18690 m river distance from the Dam). Red triangles and yellow circles 

indicate river distance (m) from Anderson Ranch Dam and road distance based on Danskin 

Bridge, respectively. ........................................................................................................... 162 

 



xviii 

List of Tables 

Table 2.1: Area weighted mean difference in elevations between LiDAR and UI surveyed 

random points ........................................................................................................................ 13 

Table 2.2: Basin area, 1.5-year Recurrence Interval (RI) flow, Yearly average flow of different 

tributaries between Anderson Dam and Little Rattlesnake Creek ........................................ 14 

Table 2.3: Existing USGS and new gauge stations where discharge, water surface and 

temperature measurements. ................................................................................................... 15 

Table 2.4: Recurrence interval (RI) floods based on frequency analysis for maximum and mean 

annual flow at USGS gauge 13186000 South Fork Boise River near Featherville, Idaho. .. 16 

Table 2.5: Representative years for different climatic conditions ................................................ 17 

Table 3.1: Differences in flow depth and velocity for high (HQ) and low (LQ) discharges ........ 23 

Table 3.2: Differences in WUA, HHS from 1D and 2D models for high and low discharges (Q) 

and agreement between the maps using error matrix. ........................................................... 26 

Table 4.1. Detailed information of stream temperature stations ................................................... 32 

Table 4.2: Detailed information of water temperature gauge stations. ......................................... 43 

Table 5.1: Detailed information of the stations. ........................................................................... 57 

Table 5.2: Elevation bands ............................................................................................................ 60 

Table 5.3: Aspect bands ................................................................................................................ 60 

Table 5.4: NSC and PBIAS values ............................................................................................... 74 

Table 5.5: NSC and PBIAS values for Featherville ..................................................................... 76 

Table 5.6: NSC and PBIAS values for Anderson. ........................................................................ 76 



xix 

Table 5.7: NSC and PBIAS values for wy2013 for Dixie and Pierce. ......................................... 79 

Table 6.1: Tributaries and their locations included in the MIKE11 model. ................................. 84 

Table 6.2: The regression equation used to predict tributary discharges ...................................... 85 

Table 7.1: Root mean square error (RMSE) and average error (AE) for water surface elevation 

and velocity. +ve and –ve values indicate higher and lower measured values, respectively

............................................................................................................................................. 107 

Table 9.1: Hydrologic scenarios of dry, average and wet climatic conditions for habitat analysis.

............................................................................................................................................. 126 

 



1 

1 EXECUTIVE ABSTRACT 

Bottom-released Anderson Ranch Dam operations regulate the thermograph and 

hydrograph of the lower South Fork Boise River (SFBR), which is federally listed as Foraging, 

Migration, and Overwintering (FMO) critical habitat for adult and sub-adult Bull Trout 

(Salvelinus confluentus). The dam regulated hydrograph and thermograph may vary from the 

natural conditions and their effects on Bull Trout habitat and, in turn, on fish behavior is 

relatively unknown. To address this question, this project quantified and map the habitat 

distribution of Bull Trout as a function of Dam operation and compare them with the unregulated 

flows. This approached is based on the current knowledge that habitat conditions (e.g., stream 

flow, water temperature, physical habitat quality and quantity) are key indicators of fish 

abundance and productivity. The principle behind this approach is that if habitat is suitable, 

aquatic species would respond positively because habitat quality affects ecosystem function. 

Consequently, understanding the effects of water releases from Anderson Ranch Dam, tributary 

flows and stream water temperature on the SFBR thermal and hydraulic regimes will improve 

our understanding of habitat conditions and biological processes, specifically rearing and 

migratory cues of Bull Trout within the basin. We used rearing habitat quality for Bull Trout as a 

surrogate to study their biological processes and behavior because of the linkage between 

physical habitat quality and species use of the habitat. 

To achieve the project’s goal, we developed a set of numerical models, which include a 

watershed hydrologic model (ISNOBAL, a physical based distributed snowmelt model, coupled 

with the multi-scale hydrological model Penn State Integrated Hydrological Model, PIHM), one- 

and two-dimensional (1D and 2D) surface water hydraulic models (MIKE11 and MIKE21 DHI 

software), one-dimensional streamwise temperature model and an aquatic habitat model. The 

topographical data of the SFBR below Anderson Ranch Reservoir was collected in 2007 with the 

Experimental Advance Airborne Research Lidar, EAARL. This resulted in a high resolution 

digital elevation model, DEM, of the entire study reach. Hydrographs and thermographs 

measured at Anderson Ranch Dam outlet were used as upstream boundary conditions for the 

regulated cases, whereas hydrographs for unregulated scenarios were constructed from mass 

balance models within the reservoir and the thermograph from data recorded at the unregulated 
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South Fork Boise River upstream the reservoir at Featherville. Habitat quality was estimated 

within the range of discharges expected for both regulated and unregulated conditions. We also 

focused on the habitat condition under 3 climate years: wet, average and dry. 

Our modeling results showed that regulated flows provide better good conditions year 

around for adult Bull Trout in the SFBR system regardless of climatic conditions. They also 

provided stable good habitat during the hot summer month when unregulated flow provided poor 

if not unusable habitat conditions in all climatic conditions because summer temperatures are 

higher than those preferred by Bull Trout. Water temperature caused degradation of habitat 

quantity and quality in summer and early fall months for the unregulated scenario. This condition 

is further exacerbated by low flows. In contrast, regulated flows maintain uniform habitat 

throughout the summer period for all three climatic conditions because Anderson Ranch Dam 

operations maintain water temperatures within the range of Bull Trout preference. This suggests 

that dam management has the potential to offset negative impacts on fish habitat quality from 

future climate variability effects especially during dry climatic years. This ameliorating effect 

lasts over a period of several consecutive dry years (at least 4 year from our historic data 

analysis). Our results showed that reduction of current minimum flow (8 m3/s) could result in 

less habitat. 

Our results revealed that lateral-channel habitats are important part of the SFBR 

ecosystem. They connect with the main stem during high flows. During high flows, high quality 

habitat shifts from the main-channel, where flow velocities would be outside the upper range 

used by Bull Trout and prey fish, to lateral-channels, consequently sustaining the high quality 

habitat during high flows specifically in average and wet climatic conditions. Our modeling did 

not account for series of hydrographs (sequence of dry years or wet years) but we modeled each 

climatic condition separately. Future studies should account for potential climatic scenarios time 

series based on climatic projections. This would allow quantifying the risk of climate change on 

the ecosystems due to succession of dry and wet years. Especially for investigating the impact of 

new dam operations.  
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Stranding pools analysis showed that large discharges (above bankfull, 68 m3/s) have 

higher probability of developing stranding pools than small discharges. Probabilities of 

formation of stranding pools were higher for unregulated than for regulated flows for all climatic 

cases. Dam management lowers flow magnitude and in-turn reduces stage fluctuations via 

controlled ramping rates, which are similar to discharge changes in the unregulated scenarios, 

resulting in less potential of inducing stranding pools. 
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2 INTRODUCTION 

2.1 Project objectives and tasks 

Anderson Ranch Reservoir operations regulate the stream flow of the lower South Fork 

Boise River (SFBR) with bottom-released flows. The dam regulated hydrograph and water 

thermograph may vary from the natural conditions as in other systems such as in Kootenai River 

(Marotz et al., 2001) and the effect of the current water management operations on fish behavior 

is relatively unknown. Bull Trout (Salvelinus confluentus) a native fish species of the SFBR is 

listed as a threatened fish species under the Endangered Species Act. Bull Trout are known to 

use the SFBR for overwintering and rearing (Salow, 2005). The study area is federally listed as 

Bull Trout critical habitat and classified as Foraging, Migration, and Overwintering (FMO) 

habitat for adult and subadult Bull Trout. The authors recognize this classification; however, for 

the purpose of this report the study area will be referred to as rearing habitat for adult and 

subadult Bull Trout. 

Habitat quality degradation has been identified as a main cause for the decline of fish 

populations (Levin and Schiewe, 2001) and it has been directly or indirectly linked to river flow 

alterations (Malcolm et al., 2012). Changes in flows from unregulated conditions affect egg 

development, migration pattern and habitat distribution. Imposed low flows due to dam 

operations may interrupt migration and reduce available good habitat quality distribution and 

size due to reduce water depths and velocities (Solomon and Sambrook, 2004). These 

observations have suggested that habitat conditions (e.g., stream flow, water temperature, 

physical habitat quality and quantity) are key indicators of fish abundance and productivity 

(Statzner et al., 1988). Current river restoration practices are mainly based on this principle that 

if habitat is suitable, aquatic species would respond positively because habitat quality affects 

ecosystem function (Ward et al., 2001). This understanding has led to the process of improving 

river habitat quality through changes in physical characteristics of streams and rivers to restore 

fish population and ecosystem function (Watters et al., 2003; Palmer et al., 2005). 

Consequently, understanding the effects of water releases from Anderson Ranch Dam, of 

tributary flows and of water temperature on the SFBR thermal and hydraulic regimes may help 
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to improve our understanding of habitat conditions and biological processes, specifically rearing 

and migratory cues of Bull Trout within the basin. Therefore, the main objective of this study is 

to determine how Anderson Ranch Reservoir regulation could alter habitat quality and so 

behavior of Bull Trout in the South Fork Boise River between Anderson Ranch and Arrowrock 

reservoirs. We used rearing habitat quality for Bull Trout as a surrogate to study their biological 

processes and behavior because of the linkage between physical habitat quality and species use 

of the habitat (Statzner et al., 1988). 

To achieve the project’s goal, we developed a set of numerical models, which include a 

watershed hydrologic model, one- and two-dimensional (1D and 2D) surface water hydraulic 

models, one-dimensional streamwise temperature model and an aquatic habitat model that will 

help to understand current flow and temperature regime of the study area and impact on these 

variables from modified river (flow) management. The topographical data of the SFBR below  

Anderson Ranch Reservoir was collected in 2007 with the Experimental Advance Airborne 

Research Lidar, EAARL, sensor. The EAARL sensor is a narrow-beam in the green light 

wavelength lidar capable of surveying submerged terrestrial topography (McKean et al., 2009b).  

The project is designed and led by the United States Bureau of Reclamation (Reclamation) 

and University of Idaho (UI). The project is funded by Reclamation and conducted in 

collaboration with several government and non-government entities including the Center for 

Ecohydraulic Research (CER), University of Idaho and United States Forest Services (USFS). 

The work under this contract, entitled “South Fork Boise River Hydrodynamic Modeling” is to 

develop a method that quantifies the status of channel physical processes after the operation of 

Anderson Ranch Dam and its impact on the fish habitat, biological processes and behavior 

specifically of Bull Trout in the South Fork Boise River (SFBR) between Anderson Ranch and 

Arrowrock Reservoirs. 

The main objectives of the project are: 

 Assess the available physical habitat (temperature, water depth, velocity) under a variety 

of flow conditions utilizing the Experimental Advance Airborne Research Lidar 
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(EAARL) derived bathymetry, hydraulic and temperature modeling tools, and habitat 

classifications.  

 Assess the Bull Trout habitat use and biological processes based on the physical habitat 

under a variety of flow conditions in the SFBR, utilizing and hydraulic and temperature 

modeling tools and fish observation data. 

 Use the above information to evaluate impact of the Anderson Ranch Dam in the SFBR 

below the dam. 

 

The 1D and 2D hydraulic models simulated variables are used developed fish habitat 

model, which is validated with fish observed data and to predict potential stranding pools at 

different flow releases from Anderson Ranch Dam.  Bull Trout habitats were then analyzed at 

different flow scenarios. The study site stretches from below Anderson Ranch Reservoir to the 

USGS SF Boise Neal Bridge gauge stations.  

The following tasks have been selected to achieve the project goals:  

Task 1: Database review and validation 

Task 2: Develop mass balance model 

Task 3: Develop rain run-off model (Hydrologic model) 

Task 4: Develop and test hydraulic modeling of the SFBR 

Task 5: Process and analyze EAARL data 

Task 6: Classification and stratification of reaches for fish habitat 

Task 7: Develop 1-dimensional (1D) hydrodynamic and temperature model 

Task 8: Develop 2-dimensional (2D) hydraulic model 

Task 9: Analyze 1D and 2D and fish habitat models for selected scenarios to quantify 

impacts of dam management on downstream aquatic habitat   

Task 10: Hyporheic fluxes along the SFBR 

Task 11: Communication/Reporting/Meetings 
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2.2 Study area 

The study site is a 47 km long reach of the South Fork Boise River (SFBR) between 

Anderson Ranch and Arrowrock Dams (Figure 2.1). The SFBR watershed has an area of 

approximately 3,382 km2 at the edge of the Sawtooth Mountain Range (DEQ  2008). Flow 

releases from Anderson Ranch Dam exert an important control on the flow discharge in the 

lower SFBR. The reach has an average width and slope of 41 m and 0.0043 m/m, respectively. It 

can be divided into two segments: an upper south more open canyon reach (here after upper 

reach) and a lower north narrower canyon reach (here after lower reach). The lower canyon reach 

extends for 19.2 km between Trail Creek and Neal Bridge. This reach is narrow with severely 

restricted access due to a nearly vertical 300 m canyon walls (Moore et al., 1979). The channel is 

narrow and the flow is swift with subdue pools in this reach, while substrate is dominated by 

boulder larger than 30.5 cm diameter (Wade et al., 1978). The upper open canyon reach is 

located between Anderson Ranch Dam and Trail Creek. The stream is generally broad, shallow, 

and characterized by riffles and runs. The substrate is dominated by gravel (0.2-6.4 cm), cobble 

(6.4-25.6 cm) and boulder (>25.6 cm) (Wade et al., 1978). The adjacent floodplain of this reach 

ranges from 30 to 200 m wider than the river channel, which is braided in several areas.  

 
Figure 2.1: South Fork Boise River (SF Boise River) basin and study area  

Neal bridge gage 
station

Anderson ranch 
gage station

Anderson ranch 
reservoir

Arrowrock reservoir

SF Boise River
Model test 
area

Featherville
gage station

Reach break
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Stream discharges regulated by Anderson Ranch Dam, which is managed for irrigation, 

flood control and power production, vary between 8.5 and 200 m3/s. The maximum flows occur 

in May during normal water years when the reservoir fills and spills may occur. However, spill 

has not occurred for a long time and it is avoided as much as possible to reduce Bull Trout 

entrainment. Flow is held between 45.5 and 51 m3/s during the summer irrigation season, which 

runs from April 1 through September 1.  Outside of irrigation season, flow is typically around 

8.5 m3/s. 

We focus on habitat analysis in 23 km of upper open canyon reach, which has pools, riffles 

and runs with several braided sections and active side channels. Most of the side channels are 

ephemeral and connected with the main channel during high flows, but some of them are 

connected during winter flows. Furthermore, this is the section where Bull Trout are observed 

most of time during monitoring period.  

2.2.1 Hydrology 

The basin hydrologic regime is snowmelt dominated, with snowmelt runoff occurring from 

late March to May. However, snowpack accumulated in the higher part of the drainage generates 

peak flows, which begin in late April and may last until mid-June. The runoff periods are 

followed by warm and dry summers, which cause decreased stream flows. Occasional localized 

summer thunderstorms can result in flash floods within small drainage basins.  

Different factors influence channel stability and flow regime such as significant fine 

sediment inputs, hydrologic modification, and catastrophic wildfire in the South Fork Boise 

River sub-basin. Land uses affect channel and flow stability including road construction, mining, 

logging, livestock grazing, recreation, and urban development. These processes result in pools or 

other depositional zones filled with sediment, sand bars and braided channel development, and 

channel scour and simplification. In general, logging and road construction can increase water 

runoff and sediment delivery to rivers and streams.  
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2.2.2 Basin climate 

The South Fork Boise River watershed elevations vary between 975 and 3,000 m, 

consequently a wide range of air temperatures and precipitation rates characterize the SFBR 

watershed (DEQ, 2008). Weather station data, report that air temperatures may exceed 38°C 

during summer and -35°C during winter. The average annual precipitation ranges from 50.8 to 

127 cm. Winter months are dominated by frequent heavy snowfall; but snow cover is generally 

dependent on the elevation. Most of the snowpack is usually melted by mid June in most of the 

watershed but this depends on winter snow accumulation and summer ambient air temperature 

(DEQ, 2008).  

2.2.3 Basin geology 

The South Fork Boise River sub-basin’s geology is complex and is dominated by the 

Cretaceous Idaho Batholith and younger tertiary granitic intrusions. The area includes several 

major regional fault zones that formed the river canyons (Clayton, 1992). The watershed is 

subject to rapid erosion and mass wasting with both chemical and mechanical weathering 

processes that provide material for stream channels as well provide well-drained soils that 

enhance productivity for a forested ecosystem and commercial forest production. The watershed 

recently experienced catastrophic wildfire events and extreme weather conditions that 

contributed to blow-outs (DEQ, 2008). The SFBR stream channel morphology is also controlled 

by intermediate knick-points. 

2.3 Data available and requirement 

All data used in the project will be stored in a Reclamation database such as flows, 

temperature, water quality, channel bathymetry, fish tracking data, and other available pertinent 

information as determined by Reclamation after being reviewed by the University for quality 

control, completeness, and validation. 

We reviewed, validated and collected the data required to accomplish the project goals 

including basin topography, Digital Elevation Model (DEM) for the channel, hydrology and, 
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climate and meteorological data. Basin topography and channel bathymetry were defined by a 

DEM, which describes the elevation of a specific point at the defined spatial resolution. We 

stored all GIS related data in projected horizontal coordinate system 

NAD_1983_UTM_Zone_11N in meter (m) and the vertical datum D_North_American_1983. 

The analysis results are reported in the international SI unit.  

We collaborated with Reclamation, USFS, and Agricultural Research Service (ARS) 

regarding the data for the project, data collection, data quality, model selection (hydrologic) and 

analyzing EAARL surveyed DEM. Communication among collaborators and cooperating 

agencies were accomplished by teleconference and personnel meetings.  

2.3.1 Watershed topographical data 

The 10 by 10 m DEM data set (a series-level metadata record describing by14 DEM tiles) 

is available for Idaho, which is converted to the NAD83 datum by U.S. Geological Survey 

(USGS) from the 7.5-minute elevation data (http://insideidaho.org/) (Figure 2.2). The DEM of 

the watershed supported the hydrological modeling. 

 
Figure 2.2: South Fork Boise River basin and nearby weather stations. 
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2.3.2 Channel bathymetry and adjacent topography  

The channel bathymetry and adjacent topography for the SFBR is derived from the 2007 

survey with the aquatic-terrestrial Experimental Advanced Airborne Research LiDAR (EAARL). 

The survey provides spatial and elevation data accurate on the order of centimeters (McKean et 

al., 2009a; McKean et al., 2009b). EAARL is a narrow beam laser able to collect both 

submerged bathymetry and terrestrial topography adjacent to the channel simultaneously. The 

EAARL system has a vertical root mean square error (RMSE) of approximately 0.1-0.15 m in 

point elevation measurements (McKean et al., 2009b). Tests show that this amount of uncertainty 

has small impact on the flow hydraulic distributions predicted with a two-dimensional model 

(McKean et al., 2009b). LiDAR point clouds are used to create a high-resolution 1m digital 

elevation model (DEM) to represent river bathymetry and adjacent topography. 

2.3.2.1 Topographic data quality analysis 

High-resolution bathymetric and topographic data of riverine and floodplain environments 

are important for fisheries and riparian ecosystem management. Thus, it is important to perform 

accuracy analysis of such data sets in order to determine uncertainties associated with it prior to 

application. As mentioned above, the channel bathymetry and adjacent topography was surveyed 

using EAARL technology. Skinner (2011) performed accuracy analysis of the EAARL data and 

found root mean square error (RMSE) ranging from 0.13 m to 0.35 m over flat areas and 0.25 m 

to 0.78 m in the stream hydrogeomorphic settings in Deadwood and South Fork Boise River 

based on comparison with field surveyed ground points. 
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Figure 2.3: LiDAR (green circles) and University of Idaho survey points (purple triangles) within 

ground survey perimeter (red pollygon) depicting one of the four areas used to calculate 
deviation between the two survey methods. 

We also conducted a ground survey (here after University of Idaho (UI) points) in the 

SFBR to estimate uncertainties in the elevation of EAARL surveyed topography. We surveyed 

20-30 points over a flat ground near the road along the SFBR at four different locations, which 

are near the Power house, SFBR below Anderson Ranch gauge (USGS # 13190500), Cow Creek 

Bridge and Danskin Bridge. The points were surveyed using a survey grade, real-time kinematic 

global positioning system (RTK Leica-GPS System500). The RTK system provides an accuracy 

of centimeter horizontally and vertically (Jackson, 1999) and it was set to exclude any data 

collected outside of a desired accuracy limit, which was set at 0.05 m. Points from LiDAR and 

ground survey within the ground survey area are shown in Figure 2.3 and Figure 2.4. We 

calculated mean elevation of all the points inside the polygon (Figure 2.3) at all four areas 

(Figure 2.4) from each data set and subtract from one to another in order to calculate the 

deviation. Finally, we calculated area weighted mean difference from all four locations to 

estimate the variability (Table 2.1). The analysis estimated that the LiDAR surveyed elevations 

are 0.39 m on average lower than the UI ground surveyed elevations. This variability is close 

with one estimated by Skinner (2011). Nonetheless, uncertainties are not linear or consistent, but 

random and depend on locations of the study area.  
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Figure 2.4: Elevation of UI (University of Idaho) and LiDAR surveyed random points plotted 
against X-coordinates for the four locations: Power house, Anderson Dam gauge, Cow Creek 

and Danskin Bridge. 

Table 2.1: Area weighted mean difference in elevations between LiDAR and UI surveyed 
random points  

 

2.3.3 Hydrological data 

Main objective of this task is to evaluate the input discharges of the tributaries of the South 

Fork Boise River below Anderson Ranch Dam. These inputs are used as boundary condition of 

the hydraulic models. These inflow time series are developed from tributary streamflow 

measured at the gauge stations. A mass balance model is developed (Task 2) to analyze 

distribution of tributary flows (section 5.2.6). The time series of stream flow contributed by 

ungauged tributaries will be quantified with the hydrological model (Task 3). The tributary flow 
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information is also required to understand the relative influence of tributary discharges on 

reservoir releases.  

The mass balance model of the SFBR system is developed based on stream temperature 

and flow data collected in the mainstem and tributaries downstream of the reservoir (section 

5.2.6). It is useful to reconstruct historical as well as existing temperature and flow pattern of the 

system, to study trends. These data are used as boundary conditions for the hydraulic and 

temperature models.  

Table 2.2: Basin area, 1.5-year Recurrence Interval (RI) flow, Yearly average flow of different 
tributaries between Anderson Dam and Little Rattlesnake Creek 

 

The hydrological analysis of tributaries was performed to estimate their contributions to the 

mainstem of South Fork Boise River (Figure 2.1). This analysis highlighted the need of 

additional gauge stations at different locations along the mainstem and at several tributaries to 

1 Little Rattle snake R 112 155 1.47 31 31 1 8.5
2 Smith R 134 314 1.04 22 53 2 6.0
3 Rock R 76 90.7 0.65 14 67 3 3.7
4 Dead Horse R 13 - 0.30 6 73 4 1.7
5 Pierce R 13 13.2 0.23 5 78 5 1.3
6 Big Fiddler L 10 9.52 0.17 4 82 6 1.0
7 Granite R 9 10 0.14 3 85 7 0.8
8 Dixies L 26 17.4 0.13 3 88 8 0.8

Long Gulch R 25 - 0.14 3 91 9 0.8

9 Little Fiddler L 2 1.6 0.07 1 92 10 0.4
10 Hell hole L 2 1.21 0.06 1 94 11 0.3
11 Trial L 7 4.75 0.05 1 95 12 0.3
12 Devils Hole L 6 2.25 0.04 1 96 13 0.2
13 Bounds L 3 2.25 0.04 1 96 14 0.2
14 Bock L 10 7.94 0.04 1 97 15 0.2
15 Mennecke L 10 8.41 0.03 1 98 16 0.2
16 Cayuse L 9 5.64 0.02 1 98 17 0.1
17 Rough L 5 4.36 0.02 1 99 18 0.1
18 Dive R 3 0 0.02 0 99 19 0.1
19 Cow L 7 5.18 0.02 0 100 20 0.1

Main Stem Anderson Dam gage 17.36
Total tributary input* 4.69

*Between Anderson dam and Little Rattle Snake Creek
**Ratio between yearly average tributary flow and total tributary input (%)
ΔRatio between yearly average tributary flow and main stem flow at Anderson Ranch gage station(%)
RRight side of tributary
LLeft side of tributary
φWatershed area (km2)
β1.5-Recuerence Interval (RI) flow based on USGS's stream stat (m3/s)
θYearly average flow based on USGS's stream stat (m3/s)
CSCumulative sum (%)

**R CS Rank ΔRSideNo. Creek Name φArea βQ1.5 θQ
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collect temperature, discharge and stage measurements. These locations are selected based on 

their contribution, accessibility and importance for the project (Table 2.3). These are used to 

calibrate and validate the hydrodynamic (1D and 2D), temperature and hydrologic models.  

Table 2.3: Existing USGS and new gauge stations where discharge, water surface and 
temperature measurements.  

 

2.3.4 Climate and meteorology data 

The hydrologic model (Task 3) of the basin was developed to predict ungauged tributaries 

flows and historic flow pattern of the basin. It was calibrated and validated with collected 

discharges from key tributaries of the SFBR. The development of the hydrological model 

requires basin topography (DEM), meteorological and climatologic information, which includes 

precipitation, air temperature, solar radiation, relative humidity, potential evapotranspiration 

(ET), dew-point temperature and wind speed and direction. The dataset of the weather stations 

located within or nearby the SF Boise basin were analyzed for data type and frequency to be 

used in the hydrological model (Figure 1.2).  

2.3.5 Climatic scenarios selection 

The hydrologic analysis is performed to select representative years for comparison between 

different functional scenarios. The representative years are selected on their characteristics as 

SN Gage station Measurment
Main stem South Fork Boise

1 * SF Boise River below Anderson Ranch Dam T - -

2
φ13190500 SF Boise River at Anderson Ranch Dam Q+T 4/9/1943 12/5/2012

3 USGS 13190550 SF Boise River below Cow Creek Q+WSE+T - -

4
ΔPrivate Bridge at Danskin Ranch Property Q+WSE+T - -

5
ΔθCanyon reach WSE+T - -

6 USGS 13192200 SF Boise River at Neal Bridge Q+WSE+T 8/5/2012 11/6/2012
Tributaries to South Fork Boise

1 USGS 13190505 Dixie Creek Q+WSE+T 10/27/2010 6/12/2012
2 USGS 13190548 Cow Creek T 4/2/2010 12/1/2012
3 USGS 13190565 Pierce Creek Q+WSE+T 4/20/2011 12/2/2012
4 USGS 13190560 Granite Creek T 4/1/2010  12/1/2012
5 *USGS 13190570 Mennecke Creek T - -
6 USGS 13190586 Rock Creek T 5/14/2010 12/2/2012
7 USGS 13191500 Smith Creek - -

θLocation need to be decided based on accessbility Δwaiting for the permission

* Temperature tidbits has been installed
WSEWater surface elevation

φTemperature measurement may be available WSETemperature

 internally from USGS or USBR

Peroid

QDischarge
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typical wet, average and dry climatic years. The typical wet, average and dry years are identified 

based on annual natural flow characteristics of the basin. The natural flow characteristics are a 

surrogate for indication of annual climatic conditions. The selection of representative years 

utilizes unregulated flows measured at USGS gauge 13186000 SFBR near Featherville, ID, 

which is located at the upstream of the Anderson Ranch Reservoir. Frequency analysis is 

performed for the measured flows in order to estimate different recurrence interval (RI) floods 

(Table 2.4).  

Table 2.4: Recurrence interval (RI) floods based on frequency analysis for maximum and mean 
annual flow at USGS gauge 13186000 South Fork Boise River near Featherville, Idaho. 

 

 

Recurrence Max Mean 
Interval (Year) annual flow annual flow

(Probability) (m3/s) (m3/s)
1 in 1.01 29 7
1 in 1.25 84 9
1 in 1.5 105 12
1 in 2 129 20
1 in 5 178 28
1 in 10 203 32
1 in 25 228 36
1 in 50 242 40

1 in 100 254 42
1 in 200 264 45
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Figure 2.5: Hydrograph (Featherville gauge station) categorized for wet (a), average (b) and dry 

(c) years.  

The annual maximum flow, mean flow and three drought indices (Sohrabi et al., 2015 ) are 

used to classify the climatic years. Each year between 1977 and 2012 is classified as dry, average 

or wet year based on flow magnitude of less than 1.5-year RI, between 1.5 and 5-year RI and 

greater than 5-year RI, respectively in both annual maximum and mean floods and based on 

drought indices (Sohrabi et al., 2015 ). Years of the same category (dry, average or wet) based on 

the flow and drought indices are then grouped into dry, average or wet year. Then the 

hydrograph shape is analyzed to detect any anomaly (Figure 2.5). Results show that water years 

2006, 2010 and 2007 are good candidate as wet, average and dry years, respectively (Table 2.5).  

Table 2.5: Representative years for different climatic conditions  
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3 HYDRAULIC AND HYDROLOGICAL MODEL SELECTION 

3.1 Hydrological model selection  

Hydrologic models have been developed since 1950’s. With advancement in computer 

technology, hydrologic models account for complicated physical processes, including snowmelt, 

sublimation, and groundwater flows. Currently, several hydrologic models are available and they 

differ for how they approximate the physical domain and processes. In general, most hydrologic 

models represent part of the hydrologic cycle in a simplified way. For this representation, there 

are two types of hydrologic models: a) stochastic models, which are based on regression analysis 

of measured data to predict the system response from input parameters and b) physically-based 

models that simulate the hydrology of an area based on the physical processes including 

evapotranspiration, runoff and groundwater. 

Because the South Fork Boise River basin is a mountainous basin, snow is a key factor for 

discharge estimation. Consequently, it is important to model snow pack accumulation and 

snowmelt processes accurately. A review of available hydrological models is presented below 

with the approach to estimate tributary’s water temperatures. 

3.1.1 Comparison of hydrologic models 

The following section presents the outstanding characteristics of the most widely used 

hydrologic models:  

3.1.1.1 Variable Infiltration Capacity (VIC): 

The VIC is developed by Xu Liang (Liang et al., 1994) at the University of Washington.  

 VIC is macro-scale hydrologic model  

 The model is based on water and energy balance 

 Snow modeling is based on energy balance  

 Grid based hydrologic model 



19 

3.1.1.2 Hydrologic Simulation Program FORTRAN (HSPF): 

HSPF model is developed by U.S. Environmental Protection Agency (USEPA). This 

software package simulates watershed hydrology and water quality. HSPF automatically gathers 

selected inputs by connecting to EPA website, so manipulation input data sets is challenging.  

 HSPF divides basins to several sub-basins and simulates hydrologic parameters for each 

sub-basin (semi-lump model) 

 Snow modeling is based on energy balance 

 HSPF is able to estimate stream temperature  

 It is challenging to change the input data or couple another model with this model 

3.1.1.3 MIKE SHE: 

Freeze and Harlan (1969) suggested the blue print for modeling the hydrologic cycle. A 

consortium of three European organizations has been developing the Système Hydrologique 

Européen (SHE), an integrated hydrological modeling system according to Freeze and Harlan’s 

work since 1977. Danish Hydraulic Institute (DHI) has been developing MIKE SHE software 

since mid-1980s. Unlike the other widely used hydrologic models, MIKE SHE is a commercial 

software.  

 Grid based hydrologic model 

 Snow modeling is based on air temperature  

 MIKE SHE has a coefficient to convert dry snow to wet snow to give proper lag time to 

snowmelt 

 MIKE SHE considers sublimation from dry snow 

 MIKE SHE considers the effect of rain on the snow 
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3.1.1.4 Penn State Integrated Hydrologic modeling system (PIHM): 

The PIHM modeling system was initially developed under research grants to the 

Pennsylvania State University (Penn State) from NSF, NOAA, NASA and with continuing 

grants from NSF and EPA for community model development. 

 PIHM divides basin to triangular cells (the area of triangles are defined by users) 

(unstructured mesh) 

 PIHM is able to couple with ISNOBAL , which is a robust snow model 

 ISNOBAL has been applied in a basin in Idaho by ARS Boise 

ISNOBAL is a robust energy and mass-balance snow model. The model initially presented 

by Marks (1988). Garen and Marks (1996) applied an energy balance snow model in a large 

mountainous basin (Boise River basin). Since then, ISNOBAL has been applied for various 

basins in different states. Recently, Marks coupled ISNOBAL with PIHM for a basin in Idaho.  

It is difficult to judge which hydrologic model is better or has better performance. 

However, according to the application purpose one can decide which hydrologic model is 

suitable. As aforementioned, a hydrologic model that accounts for accurate snow modeling is 

needed for the current project. Based on the applicability of all the hydrological models, PIHM 

can be a proper choice for the current project for the following reasons: 

 PIHM can couple with a highly advanced snow model (ISNOBAL) by collaboration with 

Agricultural Research Service (ARS).  

 The size (area) of mesh is adjustable based on the purpose of application, which can 

reduce the model computational time. 

3.2 Hydraulic modeling test for the SFBR 

The study for quantification of differences in hydraulic quantities between 1D and 2D 

hydraulic models are sparse as well as their effects on habitat modeling is unclear. Therefore, we 

used 1D and 2D model in one of the reaches (Figure 1.1) of the SFBR in order to estimate 
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difference in simulated hydraulic variables and their impact in habitat suitability analysis. Detail 

about model development and result interpretation can be found in Benjankar et al. (2014b). 

Here, we only present the main results, which help the selection of the appropriate approach 

between 1D and 2D for hydraulic modeling in the SFBR for habitat analysis. The Danish 

Hydraulic Institute (DHI) software MIKE 11 (1D) and MIKE 21 (2D) are used in this analysis.  

 
Figure 3.1: Simulated water surface elevations (WSE) with 1D and 2D hydraulic models in 

South Fork Boise River for low and high discharge scenarios. A 0 chainage in the figure is a first 
point where WSE is compared, not a beginning of the study reach. WSEs were just compared at 

the locations where we assumed there is no boundary effects (upstream and boundary).  

The specific reach for 1D or 2D analysis is located in the upper reach of the SFBR about 

10 km downstream from the Anderson Ranch Dam and is 1,350 m long (Figure 1.1). We divide 

the study reach into straight (Sinuosity Index<1.2) and meander (Sinuosity Index>1.2) reaches. 

We use 10.65 and 63.43 m3/s flows as low and high discharges, respectively to simulate 

hydraulic variables (water depth and velocity) using 1D and 2D hydraulic models. The difference 

in water surface elevation (WSE) with 1D and 2D model (Figure 2.3) for low and high flows are 

0.06 and 0.1 m, respectively.  
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Figure 3.2: Spatially distributed flow depth and velocity distribution for reach of the South Fork 

Boise River. Sub-figure numbers are: a. depth for high discharge (HQ), b. velocity for HQ, c. 
depth for low discharge (LQ), and d. velocity for LQ  

The differences in average bathymetric elevation between the 1D and 2D models are 

0.19±0.21m and 0.13±0.20m for straight and meander reaches, respectively in the South Fork 

Boise River (Table 3.1). The differences in average depths are greater in the straight reach for 

both low (0.16±0.14m) and high (0.21±0.19m) discharge scenarios than in the meander reach 

(0.11±0.10m and 0.14±0.15m) for low and high discharge scenarios, respectively. The velocity 

trend is opposite from the depth where, average velocities are higher for meander reach than in 

the straight reach for both discharge scenarios (Figure 2.4, 2.5 and Table 3.1). 

a. b. c. d.
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Figure 3.3: Spatially distributed flow depth, velocity and habitat suitability distribution for 

straight reach of the South Fork Boise River. Sub-figure numbers are: a. depth for high discharge 
(HQ), b. velocity for HQ, c. depth for low discharge (LQ), and d. velocity for LQ, e. combined 
cell suitability index (CSI) form 1D model for HQ, f. combined CSI form 2D model for HQ, g. 

combined (CSI) form 1D model for LQ, f. combined CSI form 2D model for LQ. 

Average mean depth differences are more than 0.1 m but median depth difference are 

within the 0-0.1 m class. Generally, differences are noticeable near the edge of water in both 

discharge scenarios. This is likely due to the differences in channel topography represented in the 

1D and 2D models, which causes different inundation area for the specific discharge. The 

difference in flow depths follows similar trend with the difference in bathymetry, where 

differences in depth are higher in the straight reach for both discharge scenarios. This may 

indicate that the difference in bathymetry between the 1D and the 2D models plays a major role 

in the depth differences.  

Table 3.1: Differences in flow depth and velocity for high (HQ) and low (LQ) discharges 

 

Mean SD φMed Mean Δ SD φMed Mean Δ SD φMed Mean Δ SD φMed Mean Δ SD φMed

- m m m m % m m m % m m m/s % m/s m m/s % m/s m

St 1.04 0.19 0.21 0-0.1 0.16 26 0.14 0-0.1 0.21 19 0.19 0.1-0.2 0.07 14 0.07 0-0.05 0.17 16 0.16 0-0.05

Md 1.28 0.13 0.20 0-0.1 0.11 17 0.10 0-0.1 0.14 13 0.15 0-0.1 0.17 33 0.14 0-0.05 0.34 32 0.30 0.1-0.3

*Sinousity Index
LQLow discharge HQHigh discharge MdMeander reach StStraight reach

φMedian range is based on cumulative frequency (%), which is near to the 50 percentile  

LQ_velocity HQ_velocity
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Velocity also follows similar trend with flow depth, where larger difference between 1D 

and 2D are observed near the edge of water (Figure 3.3 and Figure 3.4). This can be the result of 

combination of the channel geometry and the complex pattern of velocity distribution in the 

channel, which a 1D model is not able to handle. However, 2D model considers mass and 

momentum conservation in the transversal and longitudinal directions based on detailed channel 

geometry description (Kondolf et al., 2000), which is similar to natural flow phenomenon. A 2D 

model is capable of reproducing the smallest of 2D (natural) flow features, but bed geometry 

must be described precisely (Bovee, 1986; Kondolf et al., 2000). Hydraulic simulations of 

natural rivers with several large boulders can significantly affect predicted flow parameters 

velocity gradients and transverse flows. The model will not be able to simulate these phenomena 

when topographical features, such as cobbles and boulders, geometry is not incorporated into the 

hydraulic model (Crowder and Diplas, 2000; Crowder and Diplas, 2002). 
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Figure 3.4: Spatially distributed habitat suitability distribution for meander reach in the South 
Fork Boise River. Sub-figure numbers are: a. combined cell suitability index (CSI) from 1D 
model for high discharge (HQ), b. combined CSI form 2D model for HQ, c. combined (CSI) 

form 1D model for low discharge (LQ), and d. combined CSI form 2D model for LQ.  

Total WUAs are greater in 2D model in both straight (25%) and meander (42%) reaches 

than in 1D model for the high discharge in the South Fork Boise River (Figure 2.5, 2.6 and Table 

3.2). Conversely, 1D model predicts higher WUA (4%) for the low discharge in the straight 

reach but lower WUA (7%) in the meander reach. The analysis of error matrix (Congalton and 

Green, 2008) shows that agreement (K) between two maps (1D and 2D models) are higher in 

straight reach (0.27) than in the meander reach (0.25) for the low discharge scenario (Figure 2.6), 

whereas overall accuracy (OA) trend is opposite (Table 3.2).  
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These results show that 2D model yielded higher habitat quality than the 1D model for the 

SFBR. In general, 2D model should yield better simulated flow patterns over the floodplain and 

complex channel environment, where flow paths are multidimensional (Gillam et al., 2005).  

Table 3.2: Differences in WUA, HHS from 1D and 2D models for high and low discharges (Q) 
and agreement between the maps using error matrix. 

 

  

Δ Δ

1D 2D % K OA 1D 2D 1D 2D % K OA 1D 2D

St 10.96 10.57 -4 0.27 0.46 0.66 0.65 2.36 3.16 25 0.42 0.64 0.12 0.16

Md 11.61 12.55 7 0.25 0.47 0.42 0.45 3.24 5.61 42 0.39 0.61 0.03 0.16
MdMeander reach StStraight reach WUAWeighted usable area HHSHydraulic habitat suitability 

Δ Difference in WUA between 1D and 2D models
KKappa coefficiet OAOverall accuracy 

Agreement (-) HHS (-)

SF Boise

WUA (1000 m2) Agreement (-) HHS (-) WUA (1000 m2)River

R
ea

ch

Low Q High Q 
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4 STREAM TEMPERATURE ESTIMATION 

4.1 Introduction 

Stream water temperature plays an important role in aquatic ecosystems and is an 

important cue for organism behavior (Rice et al., 1983; Jobling, 1997; Rieman et al., 2007; Isaak 

et al., 2012), fish metabolism (Forseth and Jonsson, 1994; Railsback and Rose, 1999; Mesa et 

al., 2013; Isaak et al., 2015) and growth rates (Brett, 1979; Crozier et al., 2010; Xu et al., 2010). 

Stream water temperature controls dissolved oxygen concentrations, which may affect water 

quality and biogeochemically reactive solutes (Webb et al., 2008; Marzadri et al., 2011; 

Marzadri et al., 2012; Tonina et al., 2015) whereas high stream water temperatures may 

negatively affect industrial activity (Boogert and Dupont, 2005; Null et al., 2012; Vliet et al., 

2012b; Vliet et al., 2013). These studies indicate the value of accurate estimates of daily stream 

water temperatures for dam and water resource managers, ecologists, economists and decision 

makers.  

Many stream temperature models have been developed. These can be divided into 

mechanistic models that use physical processes (Carron and Rajaram, 2001; Ficklin et al., 2012; 

Vliet et al., 2012a) and statistical models that rely on covariates that indirectly represent physical 

processes (Hockey et al., 1982; Mohseni et al., 1998; Gu et al., 1999; Bogan et al., 2003; 

Neumann et al., 2003; Ahmadi-Nedushan et al., 2007). Process-based models require a large 

number of input variables (e.g., wind speed, net radiation, relative humidity, stream hydraulic 

cross sections), which may not be available in many locations, limiting opportunities for 

prediction. Process models may also be more computationally intensive because they solve a 

large number of equations to quantify energy balance and heat transport within the watershed.  

Conversely, statistical models are simpler to apply and have lower data requirements 

(Benyahya et al., 2007) but sacrifice interpretability. Regression approaches rely on correlations 

between stream water temperature and environmental covariates that vary spatially or 

temporally. When used with air temperature data series measured contemporaneously with 

stream temperature, predictions can be made at various times-steps (e.g., daily, weekly, 

monthly). However, air-water temperature relationships become weaker at finer temporal 
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resolutions (Webb et al., 2003; Ahmadi-Nedushan et al., 2007), due to the large heat capacity of 

water, which does not respond to heat exchanges as quickly as air temperature. At short time-

steps, temporal autocorrelation may also cause parameter estimation bias because measurements 

are not independent (Webb et al., 2003). Statistical autoregressive (AR) models account for the 

autocorrelation structure within stream water temperature time series by considering stream 

water temperatures of previous time steps and the correlation with meteorological variables of 

interest (e.g., air temperature). Stochastic models have two components, (1) the long-term annual 

component (seasonal variation) and (2) the departure from annual component (short-term 

variation; residual). In these models, a fixed function, e.g. a sinusoidal function, is fitted to 

stream water temperature time series, which in turn may cause non-stationarity in the residual 

from year to year (Caissie et al., 2001; Benyahya et al., 2007). Non-parametric approaches, such 

as artificial neural networks (ANN) train the models with relatively long time series of input 

data. This prevents their applicability in locations with short time series. These models capture 

complex non-linear relationship between independent and dependent variables solely based on 

data and without assuming a priori statistical distributions and relationships among variables 

(Bélanger et al., 2005; Benyahya et al., 2007). Their lack of a general theoretical framework and 

dependence on training data make them less reliable in predicting stream water temperatures 

outside the range of their training conditions (i.e. dry or wet) (Risley et al., 2003; Benyahya et 

al., 2007).   

The Mohseni et al. (1998) statistical model that predicts stream temperatures at a site from 

air temperatures at a remote climate station is widely used in riverine studies because of its 

simplicity and good performance (reported average RMSE of 1.64 mm (Mohseni et al., 1998)). It 

is often fit at a weekly time-step but can be run at any interval resolvable within the temperature 

time-series. A non-linear regression function captures hysteresis effects associated with 

differential stream-atmosphere heat transfer rates that vary seasonally (Mohseni et al., 1998). 

The model was initially developed using only air temperature as a covariate but stream discharge 

is now routinely incorporated and usually improves model performance (Vliet et al., 2011; Isaak 

et al., 2012; Luce et al., 2014), especially in regions with snow-dominated hydrologic regimes 

where spring and early summer snowmelt cause strong seasonal pulses of cold water.  
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Stream temperature has been a key factor that has profound influence on aquatic habitat. 

Unfortunately, there is no long-term stream temperature data available in SFBR, specifically in 

tributaries. To evaluate the impact of Anderson Ranch Dam on stream temperature, estimation of 

tributary stream temperature should be performed by other methods. We developed the method 

(model) to predict stream water temperature that utilizes long and high quality records of 

measured data including minimum and maximum air temperature and discharge.  

The main objective of this section was to develop and test a new parsimonious statistical 

model to predict stream water temperature at the daily temporal resolution under a wide range of 

climatic conditions in unregulated streams and for current, historical and future conditions. The 

model was designed to overcome one of the limitations of existing statistical models by 

including the effect of discharge on stream water temperature. However, it can be parameterized 

solely with air temperature data when discharge data are unavailable. It is based on a piecewise 

Bayesian approach and accounts for the autocorrelation structure within the stream water 

temperature time series. We tested model performance in different climatic regions and 

compared it to that of the widely-used Mohseni et al. (1998) model in a mountain river basin and 

selected locations throughout the U.S. with different climatic regimes. The main goal of this 

stream water temperature model is to predict precise daily stream water temperature and to apply 

it to ungauged tributaries of the SFBR system. 

4.2 Study area and data 

Model development was done in the Boise River Basin of central Idaho, USA (Figure 4.1) 

because of the availability of extensive stream temperature datasets 

(http://www.fs.fed.us/rm/boise/AWAE/projects/NorWeST.html); and climate monitoring 

stations. The terrain of the basin is mountainous ranging from about 1,000 to 3,000 m, which 

creates complex meteorological conditions with strong temporal and spatial variability and 

provides a challenging test for water temperature model performance. The Boise River Basin 

also has strongly seasonal weather patterns, with large snowpack accumulations occurring during 

winter and annual floods occurring during late spring when snow melts. 



30 

 
Figure 4.1. Study area and spatial distribution of the metrological, hydrological and temperature 

gauge stations. 

Eight additional stream temperature stations were selected in different parts of the U.S. to 

test and validate the generality of the model (Figure 4.2). Those climate regions include (Sohrabi 

et al., 2015 ): Semi-Arid Steppe (CT1), Marine West Coast (also known as Oceanic Climate) 

which is also the predominant climate across most parts of Europe (CT2), Mediterranean (CT3), 

Mid-Latitude Desert (CT4), Highland or Alpine (CT5), Humid Continental with cool summer 

(CT6), Humid Continental with warm summer (CT7) and Humid Subtropical (CT8). These eight 

stations are distributed over a wide range of elevations, from 29 to 2,700 meters above mean sea 

level (Table 4.1). Each station recorded mean daily stream temperature and discharge. 
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Figure 4.2. Location of weather and stream temperature stations at eight different climate regions 

in United States. 
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Table 4.1. Detailed information of stream temperature stations 
Station NO. Stream Latitude Longitude T* Elevation (m) 

CT1 Skagit River at Newhalem, WA 48.67 -121.25 CW1 59 
CT2 Long Tom River near Alvadore, OR 44.12 -123.30 CW2 205 
CT3 Russian River near Hopland, CA 39.03 -123.13 CW3 609 
CT4 Truckee River near Nixon, NV 39.78 -119.34 CW4 1435 
CT5 Eagle River near Wolcott, CO 39.70 -106.73 CW5 2682 
CT6 ST. Croix River at ST. Coix Falls, WI 45.41 -92.65 CW6 295 
CT7 White River near Centerton, IN 39.50 -86.40 CW7 228 
CT8 Spring Creek near Spring, TX 30.11 -95.44 CW8 29 
T1 Dixie creek 43.34 -115.48 W1 1171 
T2 Smith Creek 43.52 -115.67 S2 1171 
T3 Little Rattlesnake Creek 43.59 -115.70 W3 1134 
T4 Mores Creek 43.64 -115.48 W3 1134 
T5 Grimes Creek 43.74 -115.96 W4 1032 
T6 Bannock Cr 43.82 -115.80 W4 1216 
T7 MF Boise River 43.70 -115.66 W4 1048 
T8 Rattlesnake Creek 43.63 -115.56 S3 2000 
T9 Rattlesnake Creek 43.59 -115.60 S2 1527 
T10 South Fork Boise River 43.48 -115.31 S3 1281 
T11 Grouse Creek 43.54 -115.23 S3 1660 
T12 Dog 43.53 -115.31 S3 1371 
T13 Dog Creek 43.56 -115.34 S3 1838 
T14 Trinity Creek 43.63 -115.39 S3 2034 
T15 Scotch Creek 43.69 -115.42 S3 2063 
T16 EF Roaring River 43.69 -115.44 S3 1831 
T17 Roaring River 43.72 -115.47 S3 1547 
T18 Mores Creek  43.90 -115.71 S4 1499 
T19 GRIMES CR 43.98 -115.84 W4 1362 
T20 Grimes Creek 44.01 -115.74 S4 2002 
T21 Pikes Fork 44.00 -115.51 S5 1701 
T22 Crooked River 44.00 -115.47 S5 1806 
T23 Bear Creek 43.99 -115.45 S5 1790 
T24 Crooked River 44.05 -115.42 S5 1942 
T25 Queens River 43.82 -115.21 S7 1507 
T26 SF Ross Fork 43.79 -115.00 S8 2025 
T27 Gold Run Cr 43.79 -114.95 S8 1997 
T28 Paradise Ck 43.69 -114.86 S8 2056 
T29 Skeleton Cr 43.64 -114.97 S8 1853 
T30 BIG SMOKY 43.66 -114.80 S9 1799 
T31 Big Peak Creek 43.65 -114.79 S9 1854 
T32 Big Peak Creek 43.63 -114.76 S9 1959 
T33 Little Smoky Creek 43.52 -114.72 S9 1945 
T34 Little Smoky Creek 43.53 -114.69 S9 2015 

T* shows weather or Snowtel stations which were used to estimate stream water temperature for each stream 
water temperature station. Letter C, T, S and W stand for Climate Region, Stream Water Temperature station, 
SNOTEL and Weather stations, respectively, for example CW1 indicates the weather station located at first climate 
region. 



33 

4.3 Method 

4.3.1 Data collection 

We obtained mean daily water temperature data in the Boise River Basin at 34 stations for 

the period of August 2010 to August 2012. Miniature digital temperature sensors were placed in 

solar shields and epoxied to the downstream side of large boulders below the low-flow summer 

water surface as described in Isaak et al. (2013). One additional water temperature record was 

obtained at T4 station, which had data from November 1969 to July 1972 at a USGS flow gauge. 

The water temperature records were matched with contemporaneous meteorological and 

hydrological data from 3 weather stations, 8 SNOTEL stations and 4 stream discharge gauging 

stations (Figure 4.1). Table 4.1, A.1, A.2 and A.3 report detailed information of stream water 

temperature, weather, SNOTEL (www.wcc.nrcs.usda.gov) and discharge stations (USGS 

website: www.usgs.gov), respectively. Because there was not a weather or SNOTEL station for 

each reach with a temperature sensor, we matched the nearest weather or SNOTEL station to 

each stream water temperature gauge (therefore, recorded mean daily air temperature of some 

weather and SNOTEL stations were matched with multiple water temperature sensors). The 

observed mean daily discharges at D1, D3 and D4 gauges were used for estimation of stream 

water temperature at T1, T7 and T4, respectively. Station D2 had discharge and stream water 

temperature measurements from April 1963 to September 1965 and from April 1978 to October 

1979 (Table A.3). We used the observed data for these two periods at D2 to test the capability of 

our model to reconstruct historical stream water temperatures in periods with different 

hydrological conditions from those of the calibration period. After October 1979, only discharge 

was recorded at D2. At this gauge, the observed discharge was used for estimation of stream 

water temperature at T10, which is close to D2, for the period of August 2010 to August 2012.   

At the eight stations selected to test the performance of the model in different climates, 

daily discharge measurements with less than 4% missing values were available for all stations 

except CT2. The discharges in this station (CT2) were influenced by upstream irrigation 

diversions and were not used. The stations CT1, CT2, CT3 and CT6 located downstream of a 

dam were used to test the model at regulated streams. 
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4.3.2 Model development 

We developed a piecewise model, called the Stream Water Temperature Model (SWTM), 

which accounts for both linear and non-linear relationships between dependent and independent 

variables. The model uses mean daily air temperature (Ta) and discharge (Q) as meteorological 

and hydrological drivers, respectively to estimate mean daily stream water temperature (Ts). It 

accounts for antecedent conditions by considering the stream water temperature of the previous 

time step (day). We fit the model using Bayesian methods (Lunn et al., 2000a; Gelman and Hill, 

2007).  

Stream water temperature is correlated with air temperature and discharge (Mohseni et al., 

1998; Luce et al., 2014). Air temperature is commonly used as a surrogate for heat flux 

exchanges in stream water temperature models. The linear relationship between air and steam 

water temperatures becomes non-linear as air temperature approaches freezing conditions (0◦C) 

(Figure 4.3) (Mohseni et al., 1998; Neumann et al., 2003; Webb et al., 2003). Discharge is a 

proper proxy for snowmelt and rain, which have notable influences on stream water temperature 

(Hockey et al., 1982; Gu et al., 1999; Webb et al., 2003). Webb et al. (2003) identified a linear 

relationship between discharge and stream water temperature at any time scale (e.g. daily or 

weekly). 

 
Figure 4.3. Linear and non-linear relationship between daily stream water and air temperatures at 

station T10. 

A robust stream temperature model at a daily resolution should account for two important 

properties: the thermal inertia of the water and non-linearity near the freezing point. The former 

depends on the heat capacity of a system, which is the amount of heat required to increase the 
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temperature by 1◦C (IUPAC, 2014). Because heat capacity of water is large and larger than that 

of the air, stream water temperature does not respond to heat exchanges as quickly as air 

temperature. Consequently, stream water temperature changes slowly unless there are sources of 

water of a different temperature from that of the stream or changes in canopy cover. The 

correlation distance increases with discharge, as more heat or heat loss is required to warm or 

cool the water. This spatial longitudinal correlation is particularly true at fine temporal resolution 

i.e. hourly and daily (Webb et al., 2003; Ahmadi-Nedushan et al., 2007). The SWTM model 

considers the thermal inertia with an autoregressive component. We tested lag times varying 

between 0 and 7 days. We found that the highest autocorrelation was associated with a one-day 

lag (Figure 4.4) and therefore specified a 1-day lag in the model. 

 
Figure 4.4. One-day and seven-day lagged autocorrelation of daily stream water temperature at 

station CT7. 

To account for non-linearity near the freezing point, we divided the data series temporally 

into three parts: days Ta <1◦C (group 1), days in the October to May period that Ta >1◦C (group 

2), and the June-September period (group 3). A linear model is applied for data in group 2 and 3, 

whereas a non-linear model is used for data in group 1. In both the linear and non-linear models, 

it is assumed that stream water temperature has a Gaussian (normal) distribution (Eq. 3.1), 

because daily Ts and Ta are strongly correlated and daily Ta follows a Gaussian distribution 

(Robeson, 2002).  

)),((  tNormalTs   (4.1) 



36 

Where   (mean) and   (standard deviation) are location and scale parameters, 

respectively. The standard deviation   is time independent, whereas   is time dependent and 

defined in two different ways for the linear (Eq. 3.2) and non-linear (Eq. 3.3) models:  

btQatatTat a  )()1()()( 321   (4.2) 

btQatatTat a  )()1()]([exp)( 321   (4.3) 

where 1a , 2a  and 3a  are coefficients related to air temperature, stream water temperature 

at the previous time step and discharge, respectively, t is time and b is intercept in both linear and 

non-linear models. For streams that have temperatures near the freezing point, a negative value 

could be estimated for 2a  or b; we prevent this by using absolute values of 2a  and b in the 

model (Eq. 3.3), to result in posterior distributions with a positive mean for these parameters. 

The second variable ( )1( t ) in Eq. 3.2 and 3.3 carries over the estimated stream water 

temperature from the prior time step.  

With a large sample size the choice of prior distribution has a negligible impact on 

posterior inference (Gelman, 2002). We used minimally informative prior distributions. It is 

assumed that coefficients and intercepts in Eq. 3.2 and 3.3 followed a Gaussian distribution 

(Gelman, 2006; Kwon et al., 2008): 

)10,0(,, 4
321

 Normalbandaaa  
(4.4) 

The scale parameter   must have positive values. We assumed the scale parameter 

followed a Gamma distribution to constrain the scale parameter to positive values (Spiegelhalter 

et al., 2003). 

 
(4.5) 

We fitted these parameters using WinBUGS software, called from R with the 

R2WinBUGS package (Sturtz et al., 2005). WinBugs (Lunn et al., 2000b) applies Markov Chain 

Monte Carlo (MCMC), using Gibbs sampling and the Metropolis–Hastings algorithm to infer 

)10,10( 33 Gamma
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posterior distributions. MCMC is a numerical method that generates dependent samples that 

follow a given probability distribution. The role of MCMC is to generate large enough dependent 

samples that the characteristics of a posterior distribution can be precisely summarized (Tierney, 

1994; Campbell et al., 1999). At each iteration, a parameter is updated by sampling from its full 

conditional distribution, which depends on the data, the prior and on the current values of the 

other parameters (Gilks et al., 1995). The R2WinBUGS package is used to call WinBUGS from 

R to facilitate the preparation and manipulation of the data in WinBUGS (Sturtz et al., 2005). We 

ran three chains for 2,000 iterations each, following a 1,000-iteration burn-in period. We 

evaluated convergence using the Gelman-Rubin statistic. 

4.3.3 Model evaluation 

The model was calibrated with the first two thirds of the data and then validated with the 

remaining one third. Accuracy of fit and error of the model were evaluated with the Nash-

Sutcliffe coefficient (NSC) and root mean square error (RMSE), respectively. NSC is calculated 

as follows (Nash and Sutcliffe, 1970): 

ࡿࡺ ൌ  െ
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∑ ሺ,࢙࢈࢙ࢀ
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 (4.1) 

where, Tssim and Tsobs are simulated and observed stream water temperatures, ܶݏതതത௦ is the mean 

of the observed stream water temperatures and n is the number of data. The RMSE is computed 

based on the below equation: 
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ି
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where, m is the number of parameters in the model. The effect of m in equation (3.7) is 

negligible when p is large as in this study.  
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4.3.4 Stream temperature prediction for Tributaries without observed stream 

temperature: 

South Fork Boise River tributaries Dixie, Cow, Granite and Pierce Creeks have stream 

water temperature gauge stations. To estimate stream water temperature of ungauged tributaries, 

it was assumed that those tributaries stream water temperatures are similar to each other and 

follow similar patterns of gauged tributaries near closed to them. Observed water temperatures at 

Dixie, Cow, Granite and Pierce Creeks explain that this is a justifiable assumption (Figure 4.5). 

Therefore, calculated posterior distributions from these four tributaries are assumed be applicable 

to any ungauged tributaries closed to them. To evaluate this method, posterior distributions 

computed for Dixie Creek were used to estimate stream water temperature at Pierce Creek. As 

shown in Figure 4.5, the highest discrepancy in stream water temperature of these four tributaries 

is related to Dixie Creek and Pierce Creek. Therefore, if stream water temperature at Pierce 

Creek is well predicted by posterior distributions computed from Dixie Creek, this prediction 

method can be applied for other tributaries as well.  

 
Figure 4.5: Observed stream water temperature at Dixie, Cow, Granite and Pierce creeks. 

4.3.5 Role of discharge  

Discharge measurements were available only at 11 (T1, T4, T7, T10, CT1, CT3, CT4, 

CT5, CT6, CT7 and CT8) of the 42 stations considered in the study. At these stations, mean 

daily stream water temperatures were estimated using both air temperature and discharge as 

inputs (Ta-Q model) and also using Ta model. Comparison between Ta-Q and Ta models 

allowed us to quantify the effect of discharge on model performance. Out of these 11 stations, 3 
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stations are regulated (CT1, CT3 and CT6), 2 stations (CT7 and CT8) are located at rain-

dominated basins and 6 stations (T1, T4, T7, T10, CT4 and CT5) are located at snow-dominated 

basins. 

4.3.6 Effect of inclusion of the autoregressive component 

The most important effect of the autoregressive component is to prevent unrealistically 

rapid changes in the estimated stream water temperatures due to sudden changes in air 

temperatures. The effect of the autoregressive component was evaluated by comparing estimated 

stream water temperatures from Ta model with and without the autoregressive component. 

4.3.7 Historical reconstruction 

We tested the capability of the model to predict historical stream water temperatures for 

periods that may also have different hydrological conditions (e.g. dry or wet) from those of the 

calibration period. We performed this analysis using data from station D2, because at this station 

stream water temperature and discharge were available for two different hydrological conditions. 

The April 1963- September 1965 period coincides with an exceptionally wet period, whereas the 

April 1978- October 1979 period is representative of an averaged year with precipitation close to 

the long-term mean (Sohrabi et al., 2013; Sohrabi et al., 2015). We calibrated the Ta-Q model 

for the 1978-1979 period and compared its predictions with the 1963-1965 temperature records.  

4.3.8 Comparison to the Modified Mohseni Model 

SWTM performance for both Ta and Ta-Q versions was compared to that of the Mohseni 

model. We used the modified Mohseni model (2011) that uses mean daily air temperature and 

discharge to estimate mean daily stream temperature. Ta-Q model was used at the 11 sites that 

recorded discharge, and Ta model was used for the remaining sites with only air temperature 

measurements. 
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4.4 Results  

4.4.1 Model evaluation  

The NSC and RMSE values indicated that the Ta model performed well at unregulated 

streams but substantially worse at regulated streams. The 2-year RMSE and 2-year NSC, 

including both calibration and validation periods, ranged from 0.87 ◦C (at T15) to 2.5 ◦C (at CT5) 

and from 0.63 (at CT1 and CT3) to 0.97 (at CT6, CT7 and CT8; Figure 4.6), respectively. The 

largest RMSE was related to site CT5, which was located in a snow-dominated basin. Large 

errors were observed from May through August, the period when the contribution of snow melt 

to discharge substantially affects stream water temperatures. Across all sites the highest errors 

occurred in May (Figure 4.8), the month during which snowmelt makes the largest contribution 

to stream discharge (unlike the Ta-Q model, the Ta model does not account for the effect of 

discharge). The second highest RMSE (2.1 ◦C) was related to CT2 (Figure 4.6 and Figure 4.7 a), 

which is 0.32 km downstream from a dam. Site CT6, located 0.48 km downstream from a dam, 

had the highest NSC and a RMSE of 1.59 ◦C (Figure 4.6 and Figure 4.7 b). The RMSE was 

relatively low (1.1- 1.19 ◦C) during July and August (Figure 4.8), indicating good model 

performance during the warmest part of the year, which is particularly important for many 

aquatic habitat and water quality applications. 
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Figure 4.6. RMSE and NSC, including both calibration and validation periods, of Ta model. 
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Figure 4.7. Simulated and observed daily stream water temperatures and discharge at CT2 (a) 

and CT6 (b) stations. 

 
Figure 4.8. Average RMSE of Ta model for each month. 

4.4.2 Stream temperature prediction 

Four stream water temperature gauge stations at Boise River including one station located 

at North Fork (Grimes Creek), one station at Middle Fork (MF) and two stations at South Fork 

(SF) (one located downstream of Anderson Ranch Dam, Dixie Creek, and one located upstream 

of Anderson Ranch Dam) (Table 4.2) were used. 
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Table 4.2: Detailed information of water temperature gauge stations. 

 

Figure 4.9 shows RMSE and NSC of the SWTM and Mohseni et al. model. The SWTM 

has considerable better performance in comparison to Mohseni et al. (1998) model. Furthermore, 

the developed model estimates stream water temperature at daily resolution, while temporal 

resolution of Mohseni et al. (1998) model is weekly. 

 
Figure 4.9: RMSE and NSC at four stations at Boise River Basin. 

Station 
NO. 

Stream Latitude Longitude Study Period Elevation 
(m) 

T1 Dixie creek 43.34 -115.48 11/10 through 09/12 1171 
T2 Grimes Creek 43.74 -115.96 08/10 through 08/12 1032 
T3 MF Boise River 43.70 -115.66 08/10 through 08/12 1048 
T4 SF Boise River 43.48 -115.31 08/10 through 08/12 1281 
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Figure 4.10 shows prediction of stream water temperature at Pierce Creek by using 

posterior distributions calculated from Dixie Creek. RMSE of the prediction is 2◦C, which 

explains acceptable daily prediction of stream water temperature at Pierce Creek.  

 
Figure 4.10: Predicted water stream temperature at Pierce Creek by using posterior distributions 

calculated from Dixie Creek. 

4.4.3 Role of discharge  

Stream discharge as an additional input variable had negligible influence on model 

performance for streams in rain-dominated basins and those with regulated flows. However, it 

significantly enhanced model performance for most snow-dominated streams (except T1; Figure 

4.11) for the months between April through August, the period when discharge is dominated by 

snowmelt (Figure 4.12). The largest difference (RMSE) in performance between Ta and Ta-Q 

models was in June (1.5◦C), when snowmelt had the highest contribution to discharge (Figure 

4.13). Performance of the Ta model was slightly better than that of Ta-Q model in March. For 

other months beside outside of the April to August period, the Ta-Q model was only modestly 

better (< 0.1◦C in RMSE) than the Ta model. 
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Figure 4.11. Changes in the RMSE of SWTM by adding discharge. 

 
Figure 4.12. Changes in the RMSE of SWTM by adding discharge as a predictor at a monthly 

scale. 
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Figure 4.13. Time series of simulated and observed daily stream water temperatures at CT5 (the 

top figure) and T7 (the bottom figure) stations, respectively. 

4.4.4 Effect of inclusion of the autoregressive component 

Our analysis shows that the autoregressive component may have different effects on model 

performance when daily stream water temperatures are modeled at short (weekly) or long 

(yearly) time scale analysis. The autoregressive component has an important effect on predicting 

daily stream water temperatures within short temporal windows (weekly time scale analysis) as 

shown from fall to spring when sudden changes in temperature occur on a single day (Figure 

4.14; the top figure) regardless of watershed size. However, at large time scales (monthly or 

yearly time scale) the autoregressive component increases model performance only in streams 

with a drainage area >100 km2; its effect is negligible in streams <50 km2 drainage area. On 

average RMSE was increased by 0.21◦C in large streams due to neglecting the autoregressive 

component, whereas on average only a 0.06◦C increase in RMSE was observed in small streams. 

The largest increase in RMSE (increase of 1.14◦C) was observed at CT7 site, which was the 

largest unregulated stream among the study sites (Figure 4.14; the bottom figure).  
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Figure 4.14. Effect of disregarding autoregressive component at T22 (the top figure) and CT7 
(the bottom figure). Red line indicates estimated stream water temperatures from Ta model. 

Green line shows estimated stream water temperatures from Ta model without autoregressive 
component. 

4.4.5 Historical reconstruction 

SWTM predicted stream water temperature reasonably well (RMSE of 1.55◦C) for the 2-

year validation period at station D2, in spite of different climatic and hydrological conditions 

between the calibration and validation periods (Figure 4.15). SWTM extensively underestimated 

stream water temperature for only five days (mid-June 1965) (Figure 4.15). During those five 

days, air temperatures dropped from 21.5◦C to 11.5◦C and discharges increased significantly due 

to an exceptional summer rainfall event (40 mm in 5 days).  
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Figure 4.15. Hindcast of daily stream water temperature (Ta-Q model) for the period with 
different hydrological conditions from the calibration period at station D2. The top figure 

indicates calibration period (average year) and the bottom figure shows validation period (wet 
year). 

4.4.6 Comparison to the modified Mohseni model 

Performance of SWTM exceeded that of the modified Mohseni model (Figure 4.16). 

Average RMSE and NSC of SWTM were 1.25 ◦C and 0.91, respectively, whereas average 

RMSE and NSC of the modified Mohseni model were 1.68 ◦C and 0.86, respectively. 

Performance differences were most pronounced at stations with discharge measurements (T1, 

T4, T7, T10, CT4, CT5, CT7 and CT8). For these stations, SWTM had an average RMSE of 

1.43 ◦C, compared to 2.24 ◦C, for the modified Mohseni model. The largest difference was 

observed at CT5 (Figure 4.17), in which RMSE and NSC of SWTM was 1.43 ◦C lower and 0.2 

larger, respectively, than that of the modified Mohseni model. SWTM also performed better than 

the Mohseni model on regulated streams (Figure 4.16), with RMSE of 1.72 ◦C compare to 2.31 
◦C for the modified Mohseni model. 
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Figure 4.16. Comparison of daily stream water temperature predicted with the modified Mohseni 

and SWTM. 

 
Figure 4.17. Comparison between generated daily stream temperatures from SWTM and the 

modified Mohseni model at CT5, a snow dominated basin. 

4.5 Discussion 

The performance of SWTM was good with average RMSE and NSC of 1.25◦C and 0.91, 

respectively, over the study sites. Comparing these RMSE and NSC values to those of reported 

in the literature indicates robust performance of SWTM. Ficklin et al. (2012) reported average 

NSC of 0.82 and mean error of 0.66◦C, and Vliet et al. (2011) reported average RMSE and NSC 

of 2.26◦C and 0.85, respectively, for estimation of mean daily stream temperatures. Mohseni et 
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al. (1998) demonstrated average RMSE and NSC of 1.64◦C and 0.93, respectively, for estimation 

of weekly stream temperature. 

Available statistical stream temperature models have been rarely tested under a wide range 

of climate conditions. Most statistical models, such as those presented in the works of Caissie et 

al. (2001), Webb et al. (2003), Ahmadi-Nedushan et al. (2007) and Caldwell et al. (2013), were 

tested at one watershed and within one climate zone. Conversely, the Mohseni model was tested 

for regulated and unregulated streams under a wide range of climate and hydrologic conditions. 

However, it performed poorly in regions where the difference between maximum and minimum 

weekly averaged stream water temperature was low (Mohseni et al., 1998; Benyahya et al., 

2007), as for instance our study site CT3, where the Mohseni model had a NSC value of 0.56, 

compared to SWTM with NSC of 0.63. Its performance was also low in snow dominated 

watersheds, where discharge variation had a pronounced effect on summer stream water 

temperature (Luce et al., 2014). 

Our results indicate robust performance of SWTM across a range of climate and 

hydrologic conditions. Because SWTM tracks changes in the independent variables rather than 

depending on the difference between maximum and minimum values of stream water 

temperature, its performance is similar in different climate and hydrologic conditions. On the 

other hand, seasonality influences the hysteresis between air and water temperatures (Webb and 

Nobilis, 1997; Langan et al., 2001; Benyahya et al., 2007).  Our model is separately fitted for 

cold and warm seasons to minimize the effect of seasonality. The autoregressive structure is 

another important feature of SWTM, because it prevents fluctuations in daily air temperatures 

from overly influencing daily stream water temperature estimations. Similar to Webb et al. 

(2003), our results indicated that inclusion of the autoregressive component is critical in large 

streams. These streams can absorb large amounts of heat with negligible change in their 

temperature because their large water volume provides high thermal capacity inertia. This causes 

hysteresis in the air-water temperature relationship and lowers the correlation between air and 

water temperatures.   
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Similarly to previous studies (Bogan et al., 2003; Neumann et al., 2003; Webb et al., 2003; 

Ahmadi-Nedushan et al., 2007), our analyses show that air temperature is the primary predictor 

for estimating stream water temperature for most hydrological settings. Consistent with the 

findings of Webb et al. (2003), our model shows that discharge is a secondary factor in 

predicting stream water temperatures in rain-dominated basins and those with regulated flows. 

Ahmadi-Nedushan et al. (2007) reported that discharge has a secondary impact in snow-

dominated streams as well. However, our analyses indicate that stream discharge is a major 

hydrologic driver for unregulated streams in snow-dominated basins with a large drainage area, 

particularly during the spring-summer period from April through August. Ahmadi-Nedushan et 

al. (2007) used flow-derived variables, i.e. minimum and maximum flow of 3-, 5- and 7-day 

periods, rather than discharge measurements as independent variables. The disagreement 

between results of this work and those of Ahmadi-Nedushan et al. (2007) might be due to the 

difference in accounting for flow information. Our results indicate that the largest difference 

between the performance of Ta and Ta-Q models occurs in June. In this month, air temperature 

substantially increases but stream discharge also increases due to snowmelt. The latter 

contribution prevents stream water temperatures from increasing rapidly following the air 

temperature trend, which causes the Ta model to over-predict stream water temperature. An 

increase in a stream discharge increases thermal capacity and decreases travel time which in turn 

leads to less sensitivity of water temperature to air temperature, which is a surrogate for net heat 

exchanges at the air-water interface (Webb et al., 2003). In addition, when the source of 

discharge is cold water from snow melt, it causes hysteresis in the air-water temperature 

relationship (Mohseni et al., 1998; Mantua et al., 2010). The results suggest that the performance 

of Ta-Q over Ta decreases with smaller contributing drainage area, because discharge typically 

decreases with drainage area.  

Statistical stream water temperature models such as SWTM may have some limitations 

when applied to time series far from the calibration period. For example, SWTM does not 

consider impacts of possible changes in vegetation on stream water temperatures. Shading 

influences sensible and latent heat fluxes, particularly in summer (Bogan et al., 2003). 

Furthermore, in groundwater dominated streams, particularly when there is considerable 

hyporheic exchange close to a stream temperature sensor, differences in hydrological conditions 
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of calibration and validation periods, i.e. dry or wet conditions, may results in large errors due to 

changes in magnitude of the interactions between surface and subsurface waters (Bogan et al., 

2003). These two limitations can be solved by using equilibrium temperature as a predictor 

instead of air temperature. Equilibrium temperature is defined as the temperature that a water 

body can have when the integral of the heat fluxes across the air-water interface is zero (Bogan 

et al., 2003). Equilibrium temperature can be calculated using weather data including air 

temperature, dew point temperature, precipitation, solar radiation, sky cover, and wind speed. 

Bogan et al. (2003) found a linear relationship between equilibrium temperature above 0◦C and 

stream water temperature. In streams where stream water temperatures follow heat exchanges at 

the air-water interface and are minimally affected by shading and groundwater exchanges, 

stream water temperature should be approximately equal to equilibrium temperature (roughly a 

1:1 relationship (Bogan et al., 2003)). However, in streams where water temperatures are 

substantially influenced by groundwater exchanges or shading, for example, equilibrium 

temperatures are considerably lower or higher than stream water temperatures during winter and 

summer, respectively. In these streams, the relationship between equilibrium temperature and 

stream water temperature substantially deviates from the 1:1 relationship, but equilibrium 

temperatures can be adjusted to consider impact of shading and groundwater. To account for 

effect of shading and groundwater, which are not considered in equilibrium temperature 

calculation, on stream water temperature, a slope and intercept are calculated for the linear 

relationship between equilibrium temperature and stream water temperature to minimize their 

difference. (Bogan et al., 2003).  

Model accuracy decreases in predicting stream water temperatures downstream of large 

reservoirs. The lower performance is mostly due to the reservoir releases, particularly from the 

hypolimnion, rather than variations in heat flux at air-water interface (Sinokrot et al., 1995; 

Lowney, 2000; Risley et al., 2010; Null et al., 2013). The downstream distance at which the 

influence of the reservoir becomes negligible depends on reservoir depth and size, outlet vertical 

location and discharge (Sinokrot et al., 1995; Mohseni et al., 1998). Sinokrot et al. (1995) 

reported that the impact of reservoir releases from the hypolimnion can persist as far as 48 km 

downstream from the dam depending on the magnitude of releases. However, water releases may 

also form a consistent temporally-gradually varying stream temperature pattern (Lowney, 2000), 
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which SWTM proved capable of capturing at CT6. Dam releases are high between mid-spring to 

mid-summer (Figure 6b) at CT6, mimicking the effect of high discharge of unregulated streams 

due to snow melt in snow dominated regions during the period of mid-spring to mid-summer on 

stream water temperature.   

4.6 Conclusions 

We found that the SWTM model provided daily stream water temperature predictions of 

good accuracy, with average RMSE and NSC of 1.25◦C and 0.92, respectively. Monthly RMSE 

of SWTM and time series of simulated daily stream water temperatures indicate that SWTM is 

capable of predicting well during the warmest periods, which are critical for aquatic habitats 

(RMSE of August is 1.1◦C). Our results indicate that discharge improves model performance in 

snow-dominated basins with large drainage areas similar to the South Fork Boise River. Similar 

to other statistical models, performance of SWTM may be influenced by regulated discharges. It 

assumes static influence of both riparian vegetation shading and groundwater contribution.  

SWTM can be a useful tool to either reconstruct historical daily stream water temperatures 

or to project daily stream water temperatures under different climate change scenarios. 

Therefore, we used this model to predict tributary stream temperature of South Fork Boise River, 

which may influence water temperature of the main stem river. We used SWTM simulated 

stream temperature as incoming water temperature boundary condition in the hydrodynamic 

model of main stem South Fork Boise River to simulate spatially distributed water temperature. 

In situations where riparian vegetation or/and groundwater influence is expected to change, air 

temperature should be replaced with equilibrium temperature.   
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5 HYDROLOGICAL MODEL  

5.1 Introduction 

Discharge is one of the most important hydrologic variable as it indicates changes in 

hydrological, geological and climatological cycles over a watershed (Dingman and Bjerklie, 

2006; Choo et al., 2015). Accurate estimation of discharge is necessary for flood forecasting, 

water resource planning and management, reservoir operation, river restoration and ecological 

studies (Smith and Pavelsky, 2008; Smith et al., 2014). Availability of discharge estimations can 

improve prediction accuracy of stream water temperature (Vliet et al., 2011; Luce et al., 2014; 

Piccolroaz et al., 2016), which is of high importance in ecological studies, restoration of rivers 

and aquatic habitat. Stream water temperature plays an important role in aquatic ecosystems and 

is an important cue for organism behavior (Rice et al., 1983; Jobling, 1997; Rieman et al., 2007; 

Isaak et al., 2012), fish metabolism (Forseth and Jonsson, 1994; Railsback and Rose, 1999; Mesa 

et al., 2013; Isaak et al., 2015) and growth rates (Brett, 1979; Crozier et al., 2010; Xu et al., 

2010). These indicate the value of accurate estimates of daily discharge and stream water 

temperatures for dam and water resource managers, ecologists, economists and decision makers. 

Hydrologic models are sensitive to distribution of precipitation data (Ajami et al., 2004; 

Wang et al., 2015), this sensitivity varies from one watershed to another as catchments respond 

differently to a precipitation event (Segond et al., 2007; Viglione et al., 2010b; Choo et al., 

2015). Accurate discharge estimations for watersheds with complex topography and rugged 

terrain, which causes pronounced precipitation spatial disparity, have been suggested to depend 

strongly on accuracy and detailed spatial information of precipitation (Ahl et al., 2008; Viglione 

et al., 2010a). Several previous studies showed that the use of detailed spatial information of 

precipitation increases discharge prediction accuracy in such watersheds (Haddeland et al., 2002; 

Ajami et al., 2004; Smith et al., 2004; Lobligeois et al., 2014). Boyle et al. (2001) concluded that 

detailed spatial information of precipitation improves estimation of peak rather than base flow.  

In addition to detailed spatial information of precipitation, distribution, timing and 

magnitude of surface water input (SWI), which is combination of snow melt, rain on snow and 

rain on bare ground, are necessary for hydrologic modeling in mountainous watersheds (Liston 
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and Elder, 2006; Ahl et al., 2008; Weill et al., 2013; Kormos et al., 2014). In such watersheds, 

precipitation is accumulated as snow in winter and the accumulated water is released in spring 

and early summer. In these watersheds, not only precipitation, but also snow accumulation and 

ablation are highly heterogeneous due to changes of elevation, slope, aspect and vegetation over 

small distances (Elder et al., 1991; Trujillo et al., 2012; Marks et al., 2013; Winstral et al., 

2013). This adds more complexity to hydrologic modeling of mountainous watersheds, where 

accurate estimation of snow accumulation and ablation is required for modeling in addition to 

hydro-meteorological and geological processes that are calculated for rain dominated watersheds 

(Winstral et al., 2014; Toffolon and Piccolroaz, 2015; Chen et al., 2016; Piccolroaz et al., 2016). 

Advances in numerical modeling and computational power of computers have increased 

application of integrated hydrologic modeling frameworks in mountainous watersheds, in which 

snow, streamflow and stream temperature models are coupled. Such frameworks help to link 

changes in meteorological variables with physical hydrologic processes (Null et al., 2010; 

Merenlender and Matella, 2013). In this section, an integrated hydrologic modeling framework 

was developed to understand changes in response of hydrological processes with regard to 

changes in meteorological variables. Specifically, we focused on calibration and validation of 

integrated models.   

5.2 Method 

To route runoff from the watershed to tributary confluences and estimate daily mean 

streamflow, a process-based snow model, ISNOBAL, was coupled with Penn State Integrated 

Hydrology Model (PIHM). To do this distributed SWI generated from ISNOBAL was used 

instead of precipitation and the temperature index snowmelt tool in PIHM was switched off in 

the source code.  

5.2.1 Description of snow Model: ISNOBAL 

Snobal is a physics-based snow model that conserves both mass and energy at a point 

(Marks, 1988). Spatial (image) version of Snobal, ISNOBAL, developed by Marks et al. (1999), 

uses the same set of equations as Snobal to calculate mass and energy flux exchanges at each 
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grid cell. The model uses a two-layer representation of the snow cover with fixed-thickness top 

layer, the interface between air and snow, and the bottom layer having the rest of the snowpack. 

Calculation of water exchanges, such as evaporation, condensation and sublimation, are 

conducted in the top layer. However, computation of energy exchanges are performed at both 

layers at each time step for each grid cell with the following energy balance equation, (Marks et 

al., 1999; Garen and Marks, 2005) : 

MGELHRQ vn   (5.1) 

where ∆Q (W m-2) is the snow cover energy that depends on changes in net radiation (Rn), 

sensible heat (H), latent heat (LvE), conduction (G) and advection (M) energies (all units of W m-

2). Lv (W m-2 kg-1) indicates specific latent heat of water and E (kg) represents mass of water that 

has phase change. An increase in the snow cover energy causes a decrease in the cold content, 

which is energy required to bring the snow cover temperature to 0 °C. Melt is calculated at both 

layers and occurs once the cold content reaches 0 °C. Estimated melt in the model consists of 

both melt and rain on snow and it drains out when total liquid water content in snowpack is 

higher than a specified threshold. Melt that drains out is surface water input (SWI). 

5.2.2 Forcing data and spatial distribution method  

ISNOBAL was run for the entire Boise River Basin (BRB; upstream of Lucky Peak dam) 

for the selected climatic years: 2007 (dry), 2010 (average) and 2006 (wet). Thus, forcing data 

were collected and spatially distributed at spatial resolution of 50 m for entire BRB. Snow Water 

Input (SWI) was then extracted for the watershed of interest. 

Forcing data: There are 18 stations in or near BRB that measure meteorological variables 

on hourly basis (Figure 5.1 and Table 5.1). Ten of these stations are operated by Natural 

Resources Conservation Service (NRCS; SNOTEL sites). The rest of the stations are either 

operated by Bureau of Land Management (BLM) and U.S. Department of Agriculture (USDA) 

Forrest Service (FS; 5 stations) or Bureau of reclamation (BR; 3 stations). Hourly precipitation 

(p) and temperature (t) are available at all the stations. Relative humidity (rh), solar radiation (sr) 

and wind (w) are measured in station numbers 5, 6 and 9, respectively (Table 5.1). 
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Figure 5.1: Spatial distribution of weather and SNOTEL sites (full circle). 

Table 5.1: Detailed information of the stations. 
NO. Station Name Latitude 

(Decimal ◦) 

Longitude 

(Decimal ◦) 

Elevation 

(m) 

Variables 

Measured 

Operated 

by 

1 Little Anderson 44.09 -115.88 1389 p, t, rh, sr, w BLM & FS

2 Jackson Peak 44.05 -115.44 2155 p, t, w, SWE NRCS

3 Graham Guard STA. 43.95 -115.27 1734 p, t, w, SWE NRCS 

4 Mores Creek Summit 43.93 -115.67 1859 p, t, SWE NRCS 

5 Town Creek 43.94 -115.91 1415 p, t, rh, sr, w BLM & FS 

6 Arrowrock Dam 43.61 -115.92 998 p, t BR

7 Prairie 43.5 -115.57 1463 p, t, SWE NRCS 

8 Camas Creek Divide 43.27 -115.35 1740 p, t, SWE NRCS 

9 South Fork Boise 43.49 -115.31 1286 p, t BR 

10 Wagontown 43.57 -115.33 1881 p, t, rh, sr, w BLM & FS 

11 Trinity Mountain 43.63 -115.44 2368 p, t, SWE NRCS 

12 Atlanta Summit 43.76 -115.24 2310 p, t, sr, w, SWE NRCS 

13 Vienna Mine 43.8 -114.85 2731 p, t, w, SWE NRCS 

14 Fleck Summit 43.62 -114.9 2164 p, t, rh, sr, w BLM & FS 

15 Big Smokey Ranger 43.62 -114.87 1706 p, t BR 

16 Dollarhide Summit 43.6 -114.67 2566 p, t, SWE NRCS 

17 Soldier Mountain Peak 43.48 -114.91 2904 p, t, rh, w BLM & FS 

18 Soldier R.S. 43.48 -114.83 1749 p, t, SWE NRCS 
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Variable abbreviations: p, precipitation; t, air temperature; rh, relative humidity; sr, solar radiation; w, wind speed 
and direction; swe, snow water equivalent. 
Abbreviations for institutes operate the stations: BLM & FS, Bureau of Land Management and U.S. Department of 
Agriculture (USDA) Forrest Service, respectively; NRCS, Natural Resources Conservation Service; BR, Bureau of 
reclamation.   

 

Spatial distribution: ISNOBAL requires spatially distributed meteorological inputs, 

which are precipitation, air temperature, vapor pressure, solar and thermal radiation and wind 

speed. We distributed these inputs at 50 m spatial resolution. Spatially distributed data was 

obtained by interpolation using detrended elevation (vertical) and distance (horizontal) Kriging 

method (Garen and Marks, 2005). More details about the interpolation methodology for different 

meteorological variables are described below.  

Air temperature-elevation trends were constrained to be zero or negative values, because 

air temperature decreases with increase in elevation. However, relative humidity-elevation trends 

were not constrained. The distributed relative humidity and air temperature were then used to 

compute dew point temperature and vapor pressure, which in turn was used to identify the 

precipitation phase and calculate latent heat flux exchanges from the snow cover, respectively 

(Garen and Marks, 2005).  

Wind speed and direction were distributed using a detrended elevation and distance based 

Kriging method. Wind speed of a grid cell, then, was adjusted based on a wind factor calculated 

from two terrain parameters, maximum upwind slope (sx) and upwind slope break (sb). Detailed 

description of the wind distribution approach can be found in the literature (Winstral et al., 2002; 

Winstral and Marks, 2002; Winstral et al., 2009; Winstral et al., 2013), however, here the 

approach is explained in brief. Values of sx and sb were calculated for each cell, and for each 

wind direction. The sx values are the maximum slope between the cell of interest and all cells in 

the upwind direction up to a user defined search distance (dmax). At topographically exposed 

cells, where sx is negative, wind speed is increased due to vertical flow constriction (Winstral and 

Marks, 2002). In contrast, at topographically sheltered grid cells, where sx is positive, wind speed 

is decreased due to expansion of flow (Winstral and Marks, 2002). The sb parameter calculates 

upwind breaks in slope to identify flow separation zones, where there is no contact between 

airflow and the ground and downwind lee eddy is formed, which substantially reduces wind 
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speed (Winstral et al., 2013). The value of sb is the difference between two sx values, the local sx 

minus outlying sx, which are calculated using two different search distances. Local sx is 

calculated using dmax, whereas outlying sx is calculated using a distance quite larger than dmax. 

100 and 1,000 m were used for local sx and outlying sx dmax values, respectively, which were 

suggested and used in the literature (Winstral et al., 2002; Winstral and Marks, 2002; Winstral et 

al., 2009; Winstral et al., 2013).  

Precipitation was distributed analogous to wind speeds. Precipitation was first distributed 

using a detrended elevation and distance based Kriging method with precipitation-elevation 

trends that were constrained to be zero or positive, because precipitation increases with elevation 

(Garen and Marks, 2005). Next, at each grid cell, wind-induced snow redistribution was 

calculated using a snow drift factor that was computed based on sb and wind speed (Winstral et 

al., 2002; Winstral et al., 2013; Winstral et al., 2014). Snow erosion occurred at cells where wind 

speed was high and sb was negative. The transported snow particles from eroded cells were, then, 

deposited at cells where wind speed was substantially low, such as cells with large sb. This 

precipitation distribution approach has been previously used in several studies (Winstral and 

Marks, 2002; Winstral et al., 2013; Winstral et al., 2014). 

Solar radiation was distributed and corrected to account for variations in solar angle, 

shading, vegetation, and albedo (Link and Marks, 1999; Susong et al., 1999). Snow albedo was 

adjusted with snow age to consider the influence of dust and organic debris exposure (Garen and 

Marks, 2005). Distributed thermal radiation was first calculated for clear sky based on 

temperature, vapor pressure, elevation and sky view factor. Calculated thermal radiation was 

then adjusted for cloud cover and vegetation (Link and Marks, 1999). 

5.2.3 Pre-calibration analyses  

To understand the watershed characteristics, spatially averaged melt was first compared to 

measured discharge. Distributed melt data then divided into three elevation bands and four aspect 

bands (Tonina et al., 2008). These three elevation bands are shown in Table 5.2. The bands e1 

and e3 include regions with elevation below and above one standard deviation from the mean 

elevation of the watershed, respectively. The band e2 consists of regions with elevations within 
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one standard deviation from the mean elevation of the watershed. Aspect bands are the 4 

directions: North, East, South and West (Table 5.2 and Table 5.2: Elevation bands 

  Elevation (m)  

 Bands e1 e2 e3 

Featherville < 1754 ≥ 1754 and ≤ 2470 > 2470 

Dixie < 1450 ≥ 1450 and ≤ 1550 > 1550 

Pierce < 1700 ≥ 1700 and ≤ 1900 > 1900 

Table 5.3). These analyses provide useful information about the watershed characteristics, 

such as timing and magnitude of groundwater contribution, which are very important for 

calibration. 

Table 5.2: Elevation bands 

  Elevation (m)  

 Bands e1 e2 e3 

Featherville < 1754 ≥ 1754 and ≤ 2470 > 2470 

Dixie < 1450 ≥ 1450 and ≤ 1550 > 1550 

Pierce < 1700 ≥ 1700 and ≤ 1900 > 1900 

Table 5.3: Aspect bands 
Bands Aspect (◦)

Northern (N) ≥ 315 or < 45

Western (W) ≥ 225 to < 315

Eastern (E) ≥ 45 to < 135

Southern (S) ≥ 135 to < 225

 

In water year (WY) 2013, October through May, there are four flood events including one 

rain on snow event and three melt events. Comparison of melt spatially averaged over the 

watershed of interest and streamflow provides insights on watershed responds to melt. Figure 5.2 

indicates that several severe melt events occurred during fall and early winter, when discharge 
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changed slightly. In the spring, even a mild melt event led to a significant increase in discharge. 

This suggests that the watershed’s groundwater is almost completely depleted during summers 

and fills during falls and winters. Therefore, during springs the watershed is saturated and despite 

of increase in evapotranspiration most of melt turns to runoff.  

 

 
Figure 5.2: Comparison of spatially averaged melt and discharge at Featherville and Dixie gauge 

stations. 



62 

Moreover, this analysis shows that groundwater contribution is significant (approximately 

50%) in generating April and May peaks, particularly the largest peak in Featherville. Melt 

related to elevation and aspect bands indicate effect of elevation and solar angle on melt (Figure 

5.3). There is no significant difference in melt at different bands, except for melt events. In 

Featherville watershed, the largest discrepancy in melt between different bands occurred in May. 

However, difference between melt between different bands is in months of March and April for 

Dixie and Pierce watersheds, the largest, respectively. In Dixie and Pierce the highest melt 

occurred at N-e3 band, whereas it is related to N-e3 and E-e3 bands in Featherville.  
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Figure 5.3: Melt partitioned with elevation and aspect bands. Note that Avg Melt shows spatially 

average melt over the watershed. The first letter of aspect-elevation name indicates the aspect 
band and letter "e" followed by a number the elevation band. For instance, S-e1 indicates melt in 

southern aspect and first elevation band.  
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The highest discharge peak occurred in May for Featherville, and in April for both Dixie 

and Pierce stations. There are irrigation diversions in Dixie starting in mid-April, thus no longer 

representative of unregulated discharge. Most of distributed melt is observed at April and May 

peaks (Figure 5.4). Most of snow is melted by the end of April for the area downstream of 

Anderson Ranch Dam. Therefore, high flows in the SFBR tributaries downstream from 

Anderson Ranch Dam are expected to occur in April. However, the peak discharge at the 

Featherville gauge occurs later due to higher elevation watershed in comparison to downstream 

of Anderson Ranch Dam.   

 
Figure 5.4: Spatial distribution of SWI for the April and May peak discharges over SFB 

watershed. 
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5.2.4 PIHM inputs 

Forcing data: Forcing data for PIHM are air temperature, relative humidity, solar net 

radiation, wind speed, vapor pressure and SWI.  SWI includes rain and snow melt generated 

using ISNOBAL at daily time steps. We used a spatial resolution of 250 m because of the large 

extend to the watershed. We were interested in daily discharge, thus streamflow was simulated at 

a daily basis. 

River elements and meshes: Surface and subsurface soil, land cover, river elements, 

meshes and attribute for PIHM are generated in PIHMgis. PIHM employs D8 algorithm for 

routing and watershed identification (Tarboton, 1997). Based on a user defined number of grids 

river threshold, PIHMgis identifies rivers in a DEM. PIHMgis recognizes a grid as a river, if the 

number of grids that drain into the grid of interest is equal or greater than the river threshold. The 

river threshold is the minimum drainage area required to form a first order stream. The resulting 

river polyline can be unrealistically sinuous and thus it is simplified based on a user defined 

threshold, called simplification threshold. Larger simplification threshold filters more bends and 

leads to a river with smaller sinuosity. 

PIHM runtime is highly dependent to number of cells forming the mesh or grid. The 

number of cells depends on the number of river elements and restriction options used for 

generating the mesh. The number of river elements depends strongly on river and simplification 

thresholds. For instance, larger river and simplification thresholds lead to small number of cells. 

However, unreasonable large river and simplification thresholds lead to the following inaccuracy 

and issue in streamflow simulation. Selecting a very large river threshold generates a river 

network that covers a very small area of the watershed. Therefore, during a rain or melt event, 

river network collects significantly smaller runoff than in the real river network and most of the 

rain or melt enters to the groundwater domain. Choosing a very large simplification threshold 

causes shift in river network from the original location. Thus, some of river elements might have 

higher elevation than that of cells located right and left sides of river element. Restriction options 

are available for generating meshes, such as minimum angle and maximum area of cells, which 
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allow generation of large cells at homogenous areas and small cells at locations with significant 

contribution in streamflow simulation ( i.e., close to river elements).  

 
Figure 5.5: Generated river elements and meshes for the sub-basins of Pierce, Dixie, and South 

Fork of Boise River upstream of the Featherville gauge.   

Drainage area of SFB is approximately 3,382 km2 and drainage areas of tributaries located 

downstream of Anderson Ranch Dam is less than 26 km2 (except three tributaries). If we want to 

generate a river network that includes SFB and all of its tributaries, we have to set a very small 

river threshold. Very small river threshold (e.g., 12), generates realistic river network density for 

small tributaries, such as Dixie, but that lead to a very dense river network and consequently very 

small cells in large watersheds, like the SFB above Featherville (Featherville). We tested a small 

river threshold for Featherville, which resulted in many very small cells. These cells drain water 

very slowly, that led to ponding in small cells and at some time steps numerical model could not 

converge. Due to different scope of SFB and its tributaries, we decided to run PIHM separately 

for each tributary. We calibrated PIHM for Featherville and calibration factors were validated for 

Dixie and Pierce. 
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For Featherville and Dixie watersheds, the river elements are generated to cover the main 

river and its main tributaries, whereas for Pierce watershed generated river elements cover the 

main river (Figure 5.5). We generated fine cells close to the river and large cells at the locations 

that have homogenous characteristics. 237, 77 and 26 meshes and 75, 34 and 8 river elements 

were generated for Featherville, Dixie and Pierce watersheds, respectively (Figure 5.5). 

 
Figure 5.6: Groundwater initial water table elevation for PIHM at Featherville. 

Groundwater initial condition: Groundwater initial level and its distribution are very 

important, because they control timing and magnitude of groundwater contribution to 

streamflow. To identify groundwater initial level over the watershed, we used Kumar et al. 

(2013) approach. PIHM groundwater model is run for ten years with zero SWI and fully 

saturated watershed. We assumed that a spatially constant groundwater depth in SFB watershed 

of 20 meters. Therefore, to have an almost fully saturated watershed, groundwater initial level 

for all meshes is set to 19.9 meters. The purpose of this approach is to estimate groundwater 

level when streamflow is merely generated by groundwater and the basin is not fed by SWI for a 

long time. Eventually, groundwater level at the end of the 10-year simulation is set for initial 

groundwater condition. After generation of PIHM inputs, groundwater model of PIHM was run 

for these three watersheds to estimate groundwater initial condition. Figure 5.6 shows estimated 
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initial groundwater level at Featherville watershed. As shown in  this figure, cells that are close 

to the river elements have higher groundwater level, which is realistic. 

5.2.5 Sensitivity analyses  

Sensitivity analysis was performed to understand the influence of each parameter on 

streamflow. Calibration factor of one parameter was increased or decreased in each PIHM run 

while keeping the other parameters unchanged. PIHM has 27 parameters that require calibration. 

Thus, PIHM was run 54 times.  

5.2.6 Initial calibration and evaluation of the model 

Measured discharge is available at three locations, Featherville, Dixie and Pierce. For the 

purpose of the modeling effort Featherville is considered the headwater of the SFB with drainage 

area of approximately 1,600 km2. Dixie and Pierce are SFB’s tributaries located downstream of 

Anderson Ranch Dam with drainage area of 26 and 13 km2, respectively. We calibrated PIHM 

for Featherville streamflow and validated these calibration factors by simulating streamflow of 

Dixie and Pierce. Calibration and validation were conducted using forcing data for October 2012 

through May 2013 period, hereafter WY2013 (water year 2013). 

A Nash-Sutcliffe coefficient (NSC) (equation 3.6) and percent BIAS (PBIAS) were used to 

evaluate the hydrologic model performance. PBIAS indicates percent of underestimation 

(positive value of PBIAS) or overestimation (negative value of PBIAS) of the simulated data 

(Moriasi et al., 2007), is calculated as follows:  
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൨  (5.1) 

where ܳ
௦ and ܳ

௦ are observed and simulated streamflow at time step i, respectively. 

5.2.7 Final calibration and evaluation of the model 

In the previous section, the model was calibrated merely for October through May. The 

model has not been calibrated for June through September, when water loss, such as 
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evapotranspiration, is significant and precipitation is slight. Therefore, calibration for this period 

is needed for estimation of a basin’s recession curve. 

Recession curve of a basin’s hydrograph represents an important characteristic of that 

basin. A basin’s recession curve describes period of time required for the basin to reach base 

flow after the maximum streamflow occurs. Main parameters that control recession curve are 

geology (under surface soil layer) horizontal hydraulic conductivity (gH), macro-pore horizontal 

hydraulic conductivity (mH) and macro-pore depth (mD). In addition to these parameters, 

Transpiration (E1) and Evaporation from ground (E2) required to be calibrated. Calibration of E1 

and E2 are critical for summer streamflow. 

 
Figure 5.7: River elements and mesh cells for upstream of Anderson Ranch Dam. 

For final calibration PIHM’s inputs, as described in section 5.2.4, was prepared for 

upstream of Anderson Ranch Dam. To set up PIHM to simulate streamflow for upstream of 

Anderson Ranch Dam watershed 152 river elements and 592 mesh cells were generated (Figure 
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5.7). There are two streamflow gauges in Anderson Ranch Dam watershed, one gauge is located 

at the dam, hereafter Anderson, and the other is Featherville (Figure 5.7). The model was 

calibrated for water year 2006 (wy2006; October through September) at Anderson Ranch Dam. 

Validation of the model was then performed for wy2006, wy2007, wy2010 and wy2013 at 

Featherville, for wy2007, wy2010 and wy2013 at Anderson Ranch Dam and for wy2013 at Dixie 

and Pierce. 

5.3 Result and discussion 

5.3.1 Sensitivity analysis  

Results of sensitivity analysis and of pre-calibration analyses showed that the watershed is 

sensitive to parameters related to groundwater. Among all the parameters related to groundwater, 

the watershed is very sensitive to four parameters, which are soil (top layer) vertical hydraulic 

conductivity (infiltration rate; sV), macro-pore vertical hydraulic conductivity (mV), porosity (p) 

and Beta (Figure 5.8). Lower value of this parameter produces more runoff from a SWI event. 

Increasing mV leads to increase vertical travel time and contribution magnitude of groundwater. 

The value of p strongly regulates soil water storage. Decreasing porosity leads to increase in 

discharge peaks, where there is groundwater contribution. Beta is Van Genuchten parameter that 

is related to soil water retention curve. Beta is the shape parameter of soil water retention curve.  
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Figure 5.8: Sensitivity analysis results for soil vertical hydraulic conductivity (sV), macro-pore 

vertical hydraulic conductivity (mV), porosity (p) and Beta. Simulated Q is discharge simulation 
without any change in calibration factors. Letters H and L show increase and decrease in a 

parameter, respectively.  
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5.3.2 Initial calibration and evaluation of the model  

PIHM is calibrated for Featherville watershed for WY2013. The calibrated model is well 

capable of catching all the discharge peaks derived from rain on snow or melt events (Figure 

5.9). Discharge of Dixie and Pierce simulated using Featherville calibration factors to validate 

these factors. To evaluate performance of hydrologic models, Moriasi et al. (2007) classified 

NSC and PBIAS values into four classes including very good, good, satisfactory and weak.  
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Figure 5.9: Comparison between simulated and measured discharges at Featherville, Dixie and 

Pierce gauge stations. 

NSC values for calibration (Featherville) and validation (Dixie and Pierce) are 0.74, 0.66 

and 0.32, and PBIAS values are -6%, -11% and 0%, respectively (Table 5.4). Except NSC of 
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Pierce, discharge simulations show NSC and PBIAS values that represent the model 

performances are good or very good at these watersheds. 

Table 5.4: NSC and PBIAS values  
Watersheds NSC PBIAS (%) 

Featherville 0.74  -6 

Dixie 0.66  -11 

Pierce 0.32 0 

 

Dixie and Pierce have very similar soil type, vegetation and SWI pattern, but these 

watersheds respond differently to melt, particularly in fall and winter. For instance, in December 

severe rain on snow event, there is no peak in Pierce discharge, whereas SWI magnitude in 

Pierce watershed is almost twice as that of Dixie, representing all the SWI in Pierce watershed 

infiltrates to ground and Pierce discharge mostly generated by groundwater.  

5.3.3 Final calibration and evaluation of the model 

Figure 5.10 shows capability of the calibrated model to capture peak flows at Featherville. 

In addition, the calibrated model well estimated recession curve of the basin’s hydrograph. 

However, the calibrated model underestimated the highest peak of wy2006 (wet year). 

Quantification of the model performance indicates that the model was well calibrated (Table 

5.5). Goodness of fit of simulated stream flow represented by NSC values higher than 0.75 at all 

the water years, except in wy2013 which was not simulated for the entire year. PBIAS values 

indicate that simulation errors are not significant. 
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Figure 5.10: Simulated and observed stream flow at Featherville. 
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Table 5.5: NSC and PBIAS values for Featherville 

 WY2006 WY2007 WY2010 WY2013 

NSC 0.92 0.77 0.81 0.63 

PBIAS (%) 6.1 -4.0 -8.0 12 

Similar to the results of Featherville, simulated stream flow at Anderson followed 

measured stream flow pattern (Figure 5.11). NSC and PBIAS values also indicate that simulated 

stream flow fits observed stream flow (Table 5.6). 

Table 5.6: NSC and PBIAS values for Anderson. 

 WY2006 WY2007 WY2010 WY2013 

NSC 0.94 0.75 0.76 0.62 

PBIAS (%) 8.8 -1 -7.3 7 

According to these results, performance of the model is very good for both calibration and 

validation periods at Featherville and Anderson. Moriasi et al. (2007) arranged results of 128 

works that simulated stream flow using various hydrologic model at a daily resolution at 

different watersheds. According to these 128 studies, median NSC value for validation period is 

0.67. 

In addition, comparing our results to those works that applied PIHM indicates that the 

performance of the model is very good at Featherville and Anderson. Kumar et al. (2013) 

simulated daily stream flow using coupled ISNOBAL and PIHM for wy2006 and wy2007 over 

Reynolds Mountain East with drainage area of 0.4 km2. They reported NSC values of 0.73 and 

0.60 for calibration (wy2006) and validation (wy2007) periods, respectively. Yu et al. (2013) 

simulated streamflow using PIHM over two watersheds including Young Womans Creek 

watershed (YWC) and Little Juniata River watershed (LJR) with drainage area of 230 and 843 

km2, respectively. They reported NSC values of 0.66 and 0.54 for calibration and validation 

periods, respectively, for LJR. At YWC, NSC values of 0.80 and 0.65 were reported for 

calibration and validation periods, respectively.  
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Figure 5.11: Simulated and observed stream flow at Anderson. 
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At Dixie and Pierce, stream flow was simulated using the same calibration factors used to 

simulate stream flow for Anderson Ranch Dam watershed. Figure 5.12 compares simulated and 

observed streamflow for wy2013 at Dixie and Pierce. This comparison indicates that the 

simulated stream flow follows the measured stream flow patterns at Dixie, whereas the 

performance of the model is poor at Pierce. The performance of the model at Dixie with NSC of 

0.63 is similar to that of Anderson and Featherville. However, the performance of the model is 

poor at Pierce with NSC of -0.31 (Table 5.7). NSC represents goodness of fit when observed 

versus simulated data is plotted.  Negative values of NSC indicate that average of observed 

stream flow is better estimation than simulated stream flow.  

Low model performance at Pierce may suggest that calibration factors that were adjusted 

for a large watershed like that upstream Anderson Ranch Dam are not applicable to simulate 

stream flow for a small watershed like Pierce, but worked for a larger watershed such as Dixie. 

There might be several reasons: (1) input data do not capture the grain-scale variability of small 

watersheds like Pierce, (2) difficulty in measure discharge in such small streams and (3) stream 

network not well captured by the model. We observed that measured stream flow at Pierce do 

not well correlate with Featherville or Dixie (Figure 5.13). This implies that Featherville 

watershed’s respond to SWI is differently than that of Pierce watershed.  

 
Figure 5.12: Simulated and observed streamflow at Dixie (the left graph) and Pierce (the right 

graph) for wy2013. 
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Table 5.7: NSC and PBIAS values for wy2013 for Dixie and Pierce. 

 NSC PBIAS (%) 

Dixie 0.63 9 

Pierce -0.31 2 

 
Figure 5.13: Correlation between measured stream flow of Pierce and Featherville for wy2013.  

5.4 Conclusion 

The calibrated integrated model was able to capture flow patterns at Featherville and 

Anderson Dam locations for both calibration and validation periods. However, model results 

were relatively poor specifically Pierce Creek, which is a small watershed compared to 

Featherville and Dixie Creek.  Consequently, a regression analysis based on drainage-area water 

approach (Chapter 5) was developed to predict discharges of ungauged small watershed 

tributaries of the South Fork Boise River. These predicted hydrographs were used as boundary 

conditions for both 1D and 2D hydrodynamic flow model (Chapter 5 and 6).  
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6 ONE-DIMENSIONAL HYDRAULIC MODEL  

6.1 Introduction 

Ecohydraulics defines ecosystem status based on physical environment of the system their 

interaction with biological requirements (Newson and Newson, 2000) and examines the effects 

of physical properties of the system (e.g., hydrologic, hydraulic and geomorphologic) on the 

ecosystems (Bovee, 1982; Lancaster and Downes, 2010). Hydraulic properties (e.g., water depth, 

velocity, shear stress, etc) are one of the important parameters for the riverine habitat 

characteristics (Bovee, 1982; Kondolf et al., 2000; Pasternack et al., 2004).  

Aquatic habitat modeling integrates flow hydraulic properties such as flow depth velocity, 

and shear stress with biological requirements, to quantify habitat availability. In general, habitat 

models utilize flow properties simulated by one-dimensional (1D) and two-dimensional (2D) 

hydrodynamic models because measurements of depth and velocity in the natural channel are 

rare and specifically velocity fields are complex and irregular (Whiting, 1997).  

A one-dimensional model utilizes cross sections of a river to compute water surface 

elevation (WSE) and average flow velocity across a section of a given river flow solving the 

cross-sectional integrated equations of continuity and momentum conservation known as the De-

Saint Venant equations. More recently, two-dimensional finite difference and finite element 

models were developed to simulate flood inundation patterns in channel and floodplains utilizing 

channel bathymetry and floodplain topography solving the vertically integrated continuity and 

momentum equations in two horizontal dimensions, also known as shallow water equations.  

The 1D model is capable of reproducing flooding phenomenon in a homogeneous river 

channel, but it does not predict spatially complex flow patterns (Mason et al., 2003). Whereas 2D 

models are capable of differentiating among various hydraulic conditions in heterogeneous 

channels and overland flow, incorporating spatially varied topography and friction (Horritt, 

2000). Past studies has shown that 1D and 2D models can provide comparable cross-sectional 

averaged flow properties when the topography varies uniformly but significantly different in 

heterogeneous topography, which causes large flow propriety gradients (Brown and Pasternack, 
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2009). Both 1D and 2D models may introduce noticeable error (Kondolf et al., 2000; Pasternack 

et al., 2006) and the accuracy of the results is directly proportional to the accuracy of the 

bathymetric data available.  

6.2 Method 

6.2.1 1D hydraulic model development 

As mentioned above, one of the primary objective of this study is to analyze the effects of 

Anderson Ranch Dam operation on thermal and hydraulic regimes of South Fork Boise River 

(SFBR) spatially and temporarily. In order to meet the goals of the project, we develop a one-

dimensional (1D) river model coupled with a heat transport module that can simulate different 

flows and heat transfer, which vary with respect to space and time. Although, flow patterns in a 

natural river system are three-dimensional (longitudinal, transversal and vertical) (Henderson, 

1966), a 1D model may provide adequate mean flow velocity and water surface elevation in 

stream reaches where flow characteristics vary primarily in the longitudinal direction and less 

extensively in the transverse and vertical.  

Although, several public domain and commercial software packages capable of performing 

one-dimensional unsteady simulations are available, we chose the DHI (Danish Hydraulic 

Institute) MIKE11 software, because of its integrated nature and opportunity to link one-

dimensional and two-dimensional simulations, to couple with heat transfer, water quality and 

sediment transport modules. 

The MIKE11 model uses the one-dimensional unsteady flow De-Saint Venant equations 

based on the following assumptions: 

 Flow is one-dimensional and velocity is uniform within a cross-section. 

 Water is incompressible and homogeneous, i.e., density is constant. 

 The bottom slope is too small such that the angle between the streambed and the 

horizontal place is small. 

 Flow is mainly subcritical. 
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 Streamline curvature is small with negligible vertical accelerations, such that the 

pressure is hydrostatically distributed along the water column. 

The equations that describe one-dimensional unsteady flow are: 
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Where, Q= discharge; A= flow area; q= lateral inflow; h= stage above datum; C= Chezy 

resistance coefficient; R= Hydraulic radius; α = momentum distribution coefficient 

6.2.2 River Network 

Initially, we utilized the raw thalweg created from River Bathymetric Toolkit (RBT) 

(McKean et al., 2009b) for SFBR River network as an input for MIKE 11 model. However, we 

needed to smooth the raw thalweg manually to keep it within the streambed boundary based on 

visual judgment and laying river network over an aerial image of the SFBR. The total network 

length of the study reach is about 42 km and it runs from Anderson Ranch Gauge Station (USGS 

13190500) to the Neal Bridge Gauge Station (USGS 13192200). We did not create an additional 

network around islands and side channels to make 1D model as simple as possible and because 

of lack of visibility of these structures on the surveyed topography and aerial images. The extents 

of these areas (side channel and islands) are relatively small compared to entire study area. 

However, these structures should be covered by relatively high-resolution cross section (1 m in 

transverse and 30 m in longitudinal directions) input as channel bathymetry in the model. 

Nevertheless, we developed a fully 2D model to cover side channel and islands because of 

importance of 2D model for fish habitat modeling. 

6.2.3 Channel cross-section 

We utilized high-resolution river bathymetry surveyed with the aquatic-terrestrial 

Experimental Advanced Airborne Research LiDAR (EAARL) system in 2007 to extract channel 
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cross-sections. Cross sections (300 m wide) were extracted from the 1 m DEM using MIKE11 

GIS tool (DHI, 2011c) at 30 m interval longitudinally and 1 m transverse directions along the 

centerline/thalweg of the SFBR. Later, cross-sections were trimmed (cut) at an inundation extent 

of flow magnitude of 248 m3/s, which is about 200-year Recurrence Interval (RI) at the 

Featherville gauge station located upstream from the study reach. This 30 m cross-section 

spacing and 1 m transverse direction provides a greater density of topographic and bathymetric 

information of the system than is typically implemented in a 1D model. Thus, this provides 

exceptional level of confidence in the river topography inputted into the 1D model, and the 

hydrodynamics derived from the model. 

6.2.4 Upstream and downstream boundary conditions 

Boundary conditions are required at the upstream and downstream model limits, and at the 

locations of additional fixed constraints on river flow in the model. The hydrologic data from 

Anderson Ranch and Neal Bridge USGS Gauge stations are upstream (discharge) and 

downstream (stage), respectively for the model calibration, validation and application for 

different climatic scenarios. The measured discharge and stage time series are available from 

Anderson Ranch (1944-up to date) and Neal Bridge (1978-up to date). Depending on the 

analysis, the model can simulate unsteady and steady state flow utilizing time series and constant 

(e.g., for model calibration and validation) upstream and downstream boundary conditions, 

respectively. 

6.2.5 Tributary inflows 

Additional hydrologic inputs from tributaries and other sources (e.g., seepage flow) are 

required between upstream and downstream boundary of the model to simulate channel 

hydraulics accurately. These lateral inputs occur at point locations (e.g., tributary inputs) or as 

dispersed (uniform) contributions (e.g., seepage or overland flow from slopes that discharge 

directly into the main stem river). We added tributaries input as point inflows for twelve streams 

between Anderson Ranch and Neal Bridge USGS gauge station (Table 6.1), which has watershed 

area higher than 9 km2.  
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Table 6.1: Tributaries and their locations included in the MIKE11 model. 

 

Measured temperature and discharge time series are available for some of these tributaries 

for the period after 2011.  

6.2.6 Mass balance analysis of discharge within the study reach 

Regression equations are generally used for estimating stream flows at ungauged sites from 

gauged reaches (Burke, 2006; RiesIII, 2007). Here, graphical correlation and regression methods 

among streams with similar geographic and climatic characteristics have been used to predict 

discharge from streams with measured data to those with periods without measurement data and 

for ungauged tributaries of the South Fork Boise River.  USGS National Stream Statics computer 

program uses the weighting procedure to estimate flood frequency of an ungauged drainage area 

based on regression equation developed for stream gauged station and drainage areas associated 

with them (RiesIII, 2007). Both drainage basins have to be on the same stream and a drainage 

area of stream gauge station should be between 0.5 and 1.5 times of the drainage area of an 

ungauged station.  This method estimates flood-frequency of an ungauged site based on area-

weighted flood frequency of the gauged station considering flow per unit area.  

1 Dixie L 26 3045 0.8
2 Cow L 7 12775 0.1
3 Cayuse L 9 14370 0.1
4 Granite R 9 14815 0.8
5 Pierce R 13 18160 1.3
6 Mennecke L 10 20525 0.2
7 Bock L 10 22410 0.2
8 Rock R 76 23410 3.7
9 Dead Horse R 13 27200 1.7
10 Smith R 134 40685 6.0
11 Big Fiddler L 10 42625 1.0
12 Long Gulch R 25 43110 0.8

ΔRatio between yearly average tributary flow and main stem flow

at Anderson Ranch gage station(%)
RRight side of tributary

LLeft side of tributary φWatershed area (km2)

ΔRNo. Creek Name Side φArea Chinage (m)
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Figure 6.1: Gauge stations within Boise River Basin and transducers location to measure stages 

and water temperatures.   

We used a graphical correlation and regression methods to predict stream flows for periods 

that have no measurement based on regression equation developed by correlating measurements 

at the another gauge station. Whereas, we adopted an area-weighted approach to estimate stream 

flows for a specific drainage area based on regression equation developed for two other gauged 

drainage basins. Finally, we estimated daily averaged discharges for the tributaries within the 

hydraulic model domain (Table 6.1).   

Table 6.2: The regression equation used to predict tributary discharges  

 

Daily or more frequent observations of main stem South Fork Boise River and tributaries 

discharge and stage measurements are available through USGS managed gauge stations. The 

Mores Creek 
gage

Twin Spring 
gage

Neal Bridge 
gage

Cow 
Creek
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BridgeCanyon
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BridgeWatershed 

Ridge

Anderson 
Dam Gage

Dixie 
Creek
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Ranch Dam 

Fall Creek 
gage

Featherville
gage

Pierce 
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Anderson Ranch 
Reservoir
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Reservoir

Cow* Cayuse Granite Mennecke* Bock Rock Dead Horse Smith* Big Fiddler Long Gulch
Fall Vs Mores X X
Dixie* Vs Mores X
Pierce Vs Mores X X X X X X X

*Temperature mesurement available 

TributaryRegression 
equation
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discharge data are available from two gauge stations in each main stem Boise River and 

tributaries. Daily discharges are available for Anderson Ranch Dam and discharges and stages 

for the Neal Bridge gauge station for the main stem South Fork Boise River. These stage and 

discharge time series were utilized as input to the hydrodynamic models and for model 

calibration. Twelve tributaries of the South Fork Boise River between Anderson Ranch Dam and 

Neal Bridge gauge stations have been included in the numerical model. Most of these tributaries 

have no discharge measurements except for a short period for Dixie and Pierce creeks. 

Therefore, discharges of Dixie and Pierce Creeks for the ungauged periods were predicted by 

graphical correlation with discharge measurements for Mores Creek (Boise River Basin) (Figure 

6.1), which has long-term discharge measurements. We developed three regression equations 

correlating measured discharges of Fall, Dixie, and Pierce creeks with Mores Creek (Figure 6.2). 

Then, we estimated discharges of the remaining ten tributaries using these regression equations 

(Table 6.2) and drainage area associated with each tributary (Table 6.1).   

 
Figure 6.2: Regression equations developed by correlating discharges of Fall, Dixie and Pierce 
creeks to Mores Creek (a, b, c). Measured and predicted discharges from regression equation 

based correlation between Dixie and Mores Creeks at the Pierce Creek and weighted-area 
approach (d).   
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We performed mass balance analysis of discharges within the study reach considering 

estimated discharges from tributaries and measured discharges at the main stem river. This is an 

assessment that confirms discharge input and output from the model area are equal or within the 

permissible error range of 10% (Turnipseed and Sauer, 2010).  Our analysis showed that the 

error between input and output from the study areas is within 10% for 857 days out of 935 

(05/03/2011-11/22/2013). Thus, estimated discharges for the tributaries are within the 

permissible error range and hence used for hydrodynamic hydraulic and temperature modeling.  

Some of the errors were originated from discharge ramping from the Anderson Ranch Dam 

(Figure 6.3).    

 
Figure 6.3: Measured and estimated discharges at the Neal Bridge gauge station. 

6.2.7 Boundary resistance 

Boundary resistance is an important parameter of the model setup, which can be adjusted 

during the model calibration process in order to make model predicted variables (e.g., water 

surface elevation) comparable to the measured. It represents resistance to flow exerted by the bed 

and banks of a channel. The boundary resistance is related to factors such as bed and bank 

irregularity, particle size distribution in the channel, cross section variation, vegetation density, 
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most commonly utilized in the modeling processes and it is used to select the resistance 

coefficient n, which is an empirically-based coefficient. Selection of Manning’s n for a specific 

river system should be based on model calibration, where simulated hydraulic parameters (e.g., 

flow and water surface profiles) are compared against measured in order to provide the most 

accurate results from the model. 

In this study, we selected an initial Manning’s n coefficient, which varies longitudinally, 

based on professional judgment and estimation using reference values from similar sites or 

systems (Arcement and Schneider, 1989). Later, we adjusted these values during the calibration 

process. One of the advantages of the MIKE 11 software is that it provides flexibility in 

describing boundary resistance by enabling either application of a single Manning’s n value 

uniformly to an entire cross section, or application of unique values to three separate zones 

“triple zone” within each cross section (DHI, 2011a). We utilized “triple zone” approach, where 

the three zones approximately correspond to a low-, medium- and high-flow zones. 

6.2.8 Stream temperature model development 

Hourly time series data, which captures sufficient day to night variations of temperature in 

detail, are used for model run and validation. The time series should be long enough such that it 

covers seasonal variations during fall, winter, spring and summer. Thus, for better outcome of 

temperature modeling, hourly resolution meteorological data are required to simulate heat 

exchanges between atmosphere and stream. These metrological data are global solar radiation, 

air temperature and relative humidity. The amount of sunlight (hour/day) or solar radiation is 

specifically important for temperature model calibration even more than air temperature 

(Johnson, 2003). Heat is transported through the system similar to a mass solute transport via 

advection-dispersion processes (DHI, 2011a). The net heat exchange among the stream water, 

the atmosphere and the bed sediment depends on several process and parameters.  

We used DHI software MIKE 11 to simulate stream temperature in the South Fork Boise 

River. MIKE 11 simulates heat transport with one-dimensional advection-dispersion heat 

transport equation. The model considers solar, atmospheric, evaporation, convection, and water 

radiation for the atmospheric heat balance. However, heat exchange from groundwater and 
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runoff sources is not included in the MIKE 11, but process can be included in the modeling by 

using DHI software ECO Lab.  

US Bureau of Reclamation (USBR) installed TidBiT temperature sensors and pressure 

transducers to measure stream water temperatures at different locations along the main stem 

Boise River and at a few tributaries (Figure 6.1and Table 2.3). Stream temperatures measured at 

these locations were used as a boundary condition in the temperature model and for model 

calibration processes. For tributaries without measurement, we use water temperature predicted 

by Stream Water Temperature Model (SWTM) (Chapter 3) based on predicted discharges 

(Section 6.2.6).   

Metrological data relative humidity (1-hour interval) and air temperature (15-minute 

interval) were used from Boise airport and Arrowrock Dam weather stations, respectively. There 

are no metrological stations that measure solar radiation near the study site, therefore solar 

radiation data (1-hour interval) measured in Bearskin Creek Weather Station was used for this 

study.  

The geography and geology of the study reach in the South Fork Boise River is similar to 

the lower Deadwood River located in Central Idaho. Drainage basins of both of these rivers are 

located in Idaho Batholith and rivers flow through the mountainous terrain. Like in the lower 

Deadwood River system, the canyon-like nature of South Fork Boise River prevents most 

sunlight (for the geographic area) to reach the river. Thus, this supported a shift in the timing and 

amount of incoming solar radiation. During morning hours, there is a significant delay in 

sunlight reaching the river in the canyon. Thus, the modeled time zone was shifted back by 4 

hours to consider this constrain, which was found to represent the hour at which sun first reaches 

the river bottom. As with the lower Deadwood River, the canyon walls of the South Fork Boise 

River were found to be approximately 35 degrees from the center of the river. Thus, we did not 

consider any incoming solar radiation in calculations of number of sunlight hour per day below 

35 degrees from the horizon. 

The daily maximum incident solar radiation from the Bearskin Creek Weather Station was 

calculated and utilized to calculate available sunlight per day. Furthermore, calculated sunlight 
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per day was compared to the calculated number of theoretically available sunlight hours. We 

used the data from a NOAA web product to build a relationship to calculate the total hours of 

sunlight theoretically available at 35 degrees above the horizon line throughout the year. We 

found that a third degree polynomial relationship accurately represents sunlight hours per day 

based on Bearskin Creek maximum daily solar radiations. With this methodology, a time series 

for South Fork Boise River sunlight hours per day was calculated to use as an input data for the 

MIKE11 temperature model.   

6.2.9 Hydraulic model calibration and validation 

Model calibration provides confidence in application of the models to different time 

periods, discharges and other hypothetical scenarios. We calibrated the model adjusting initially 

estimated empirical Manning’s coefficient n, so that simulated flow characteristics closely follow 

observed flow characteristics. We compared simulated water surface elevation (WSE) to two 

measured WSEs (for low and medium flows) in the SFBR. Due to low discharges from the dam 

we were not able to calibrate the model for high flow discharges. The WSE measurements were 

carried out for two discharges released from Anderson Ranch Dam i.e., low flow (8.5 m3/s) and 

medium flow (45.6 m3/s). We also confirmed dam release discharge by measured discharge at 

the Cow Creek Bridge, where discharges are 8.9 (low flow on 27th March, 2013) and 46.0 m3/s 

(high flow on 23rd May, 2013). The WSE were surveyed using real-time kinematic global 

positioning system (RTK Leica-GPS System500). The used RTK equipment provides an 

accuracy of centimeter horizontally and vertically (Jackson, 1999). Measured water surface 

elevations are limited to the upper 22 km of the river from upstream model boundary due to 

limited accessibility in the lower canyon section. 

For the model calibration, we simulated constant discharges (e.g., 8.5 and 45.6 m3/s) for 36 

hours, which is a period longer than that required by the system to reach a steady state condition. 

We did not consider any tributary discharges for the calibration because their contributions are 

small during the summer survey period. Thus, they will not change water surface elevation 

significantly. We compared simulated WSEs from the end of simulation period to measured 

WSEs to quantify the deviation using root mean square error (RMSE) approach. Based on 
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estimated uncertainty (Section 1.3.2) in the elevation of LiDAR surveyed topography, we 

lowered the measured WSEs by 0.39 m before comparing with the simulated WSEs during 

model calibration. RMSE is described by the following relationships: 

 
 

p

PP

RMSE

n

i

simobs




 1

2

  (6.3) 

where, RMSE= root mean square error; Pobs= value of parameter in observed data series; 

Psim= value of parameter in simulated data series, p= number of data points. We established a 

target RMSE below 0.15 m to guide the calibration process, which is about the suggested vertical 

accuracy of the EAARL technique surveyed LiDAR data reported by (McKean et al., 2009b) in 

another system. Thus, we adjusted the Manning’s roughness coefficient n until the WSE RMSE 

is less than 0.15 m or until additional adjustments did not improve error estimates. In general, we 

adjusted roughness values at upstream and downstream locations, where WSE measurements 

were available. Initially, we assigned a Manning’s n value of 0.055 throughout the model domain 

based on our professional judgment at similar system and estimation using reference values 

(Arcement and Schneider, 1989). Later, we adjusted the value (increase or decrease) based on 

estimated differences at WSE measured locations. After several iterations, the Manning’s 

roughness n values were finalized for low discharge (8.5 m3/s) within the entire model domain. 

The calibrated n values vary from 0.05 to 0.11. These estimated values are consistent with 

similar system in other watershed (e.g., Soong et al., 2012). Similarly, we fixed Manning’s 

roughness n values for the medium discharge (45.6 m3/s) after several iterations. These values 

vary from 0.033 to 0.072, which are approximately 75% of the Manning’s roughness n values 

finalized for the low discharge. Our calibrated Manning’s roughness trend is expected because in 

general, the effect of roughness parameters (e.g., bed and bank irregularity, particle size 

distribution in the channel, cross section variation, vegetation density, obstruction, degree of 

channel meandering, etc.) decreases with increased discharges (Soong et al., 2012; Conner and 

Tonina, 2013).  

For model validation, we simulated discharges from 3/22/2013 to 11/22/2013 including 

tributary discharges and compared with water surface elevation (WSE) time series for three 
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transducer locations at Cow Creek Bridge, Private Bridge near Danskin Bridge and Canyon 

section (Figure 6.1). This analysis provided differences in simulated and observed water wave-

travel along the river due to boundary resistance assigned during model calibration process. We 

did not surveyed relative elevation of the transducer located at the Canyon section due to 

accessibly, thus assigned average elevation of channel bathymetry within 3 m radius assuming 

transducer is laid over the channel bottom, which is true for all transducers.   

6.2.10 Stream temperature model calibration 

To calibrate the MIKE11 model for temperature, modeled temperatures were compared to 

the temperature observed from the temperature logger and transducers at Cow Creek Bridge, 

Danskin Bridge, Private Bridge and Canyon section of the main stem of the South Fork Boise 

River. Model parameters including calculated daily sunlight hour per day of the temperature 

model were modified to match the diel temperature fluctuations observed in the river.  

During the calibration, it was found that, sunlight hours do not affect the heat exchange 

between atmosphere and the river system between October 1st and April 1st, therefore solar 

radiation influence was limited and set to zero for this time period in the model. Furthermore, an 

hour deduction from calculated sunlight hour per day yielded better result for the South Fork 

Boise River. 

6.3 Calibration result and discussion 

6.3.1 Hydraulic model  

The results of the model calibration for low (8.5 m3/s) and medium discharges (45.6 m3/s) 

are shown in Figure 6.4 and Figure 6.5. These results from the model calibration show 

acceptable agreement between the simulated and the measured WSEs for both discharges. The 

RMSE are 0.13 m and 0.11 m for low and medium discharges, respectively, which are less than 

the targeted value of 0.15 m. The RMSE is smaller (0.11 m) for medium discharge than the low 

discharge (0.13 m) as found in other studies (e.g., Bruxer and Thompson, 2008).  
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Figure 6.4: Measured and simulated water surface elevation for low flow (8.5 m3/s) 

 
Figure 6.5: Measured and simulated water surface elevation for medium flow (45.6 m3/s) 

There are abrupt changes in Manning’s roughness n values for both discharges (i.e., low 
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Manning’s roughness n changes from 0.055 to 0.11 and then back to 0.055 at chainage 11,400, 

12,930 and 15,270 m, respectively. The difference between measured and simulated WSEs do 

not fall within an acceptable range of accuracy (0.15 m) at some measured locations. Extreme 

values of difference is +0.23 m to -0.30 m for the low discharge. Positive value indicates higher 

measured value, whereas opposite with negative values. However, the range is narrow +0.19 m 

to -0.25 m for the medium flow.  

These deviations are most likely due to a combination of linear interpolation between 

simulated values in order to calculate WSE at the measured point and also may have reflected 

local hydraulic conditions that 1D model is not able to simulate (e.g., variation of WSE along 

cross-section). Some of the field measured WSE points are located near the right channel bank, 

where WSE varies from one bank to another. We also calculated possible uncertainties in the 

LiDAR surveyed topographic elevations, which are comparable with Skinner (2011). These 

errors may be more pronounced at those areas causing the larger observed discrepancy between 

predicted and observed WSEs. 

Model validation analysis showed a reasonable correlation between simulated and 

observed water wave-travel along the river reach. The RMSE errors in WSE were 0.14, 0.09 and 

0.04 m for Cow Creek Bridge, Private Bridge and Canyon, section, respectively, which is less 

than the targeted value of 0.15 m. Most importantly, the model is able to replicate comparable 

water surface elevation change due to ramping discharge from the Anderson Ranch Dam at all 

three locations (Figure 6.6, Figure 6.7 and Figure 6.8). However, we believe that there is a 

problem in observed WSE at the Private Bridge. The observed WSE should be near constant 

within a period of constant discharge release from the dam. Thus, the validation confirms that 

boundary roughness assigned along the river during model calibration processes replicates the 

field condition. 
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Figure 6.6: Simulated and observed WSE at the Cow Creek Bridge  

 
Figure 6.7: Simulated and observed WSE at the Private Bridge  
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Figure 6.8: Simulated and observed WSE at the Canyon section.  
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Figure 6.9: Observed and simulated temperatures at the Cow Creek Bridge.  

 
Figure 6.10: Observed and simulated temperatures at the Danskin Bridge. 
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Figure 6.11: Observed and simulated temperatures at the Private Bridge.  

 
Figure 6.12: Observed and simulated temperatures at the Canyon section.  
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model somehow over predicted the stream temperature during some summer days (Figure 6.9). 

This result could be influenced by the calculated temperature model boundary condition. The 

measured temperature is not available at the model boundary, which is at the Anderson Ranch 

Dam gauge station. The measured temperature is available at the dam outlet, which is about 2.8 

km upstream from the model boundary. Thus, we calculated water temperature for the model 

boundary by linear interpolation between measured temperature at the dam and Cow Creek 

Bridge. 
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7 TWO-DIMENSIONAL HYDRAULIC MODEL  

7.1 Introduction 

Two-dimensional (2D) models are developed to simulate flood inundation patterns in 

complex topography (Horritt, 2000; Horritt and Bates, 2002; MacWilliams et al., 2004) and for 

ecohydraulics analyses (Lane and Bates, 1998; Crowder and Diplas, 2000). Two-dimensional 

(2D) models represent spatial and temporal variations of flow properties in longitudinal and 

transversal directions. Past studies have shown that one-dimensional (1D) and two-dimensional 

(2D) models may provide comparable cross-sectional averaged properties when the topography 

mostly varies longitudinally, but they diverge when complex transversal topographical features 

are present, causing change in flow gradients (Brown and Pasternack, 2009; Benjankar et al., 

2014b). One of the reasons for the application of a 2D model over the traditional 1D or quasi 2D 

models is its capability to provide a more robust result in stream with complex bathymetry 

(Gillam et al., 2005).  

Furthermore, the application of 2D modeling in ecohydraulics analyses has been supported 

by advances in data-acquisition methods such as Green LiDAR (McKean et al., 2009b) and 

development of efficient and robust numerical codes (e.g. FaSTMECH and MIKE21) and the 

availability of fast and affordable computers (Hardy, 1998).  

For 2D flow modeling, the grid resolution should be high enough to capture complex flow 

pattern (e.g., eddy) and morphodynamic features such as pool, riffle, run, etc. For instance, large 

boulders or cobbles are a key topographical and morphodynamic features and they have 

ecological importance.  Previous studies (e.g., Lane and Richards, 1998; Benjankar et al., 2014b) 

have shown that flow predictions will be affected by the topographic interpolation. 

A 2D model solves the depth-average Reynolds Averaged Navier-Stokes (RANS) 

equations, also known as shallow water equations. 2D models derived flow properties are 

averaged on the transversal or vertical directions. The vertically averaged RANS equations 

derived from the three-dimensional shallow water equations, which assume negligible vertical 

accelerations are used to compute water surface elevations and horizontal velocity components. 

Vertically averaged models are most common in studying stream hydraulics where transversal 
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and longitudinal spatial distributions of water depths, shear stresses and vertically (depth) 

averaged velocities are important. 

One of the disadvantages of 2D models is its longer computational time than 1D modeling. 

However, this is becoming less important as computer hardware capability improves. 2D models 

are typically used at the geomorphic unit and reach scales (10-50 channel widths) because they 

require detailed topographical surveys with a resolution finer than the important topographical 

features such as pool and riffles and have high computational requirements. It has been applied 

with high resolution (e.g., 10-1 channel widths or 1–10 m2) on several kilometers of reaches 

(Barton et al., 2005; Pasternack and Senter, 2011).  In ecohydraulics, 2D hydraulic modeling is 

becoming more common because it can be sufficient for most applications in ecohydraulics. For 

example, it can be applied at the 1 m2 scale, which is comparable with the fish microhabitat scale 

(Leclerc et al., 1995; Pasternack and Senter, 2011). Some of the advantages of a general 2D 

model compared to a 1D are outlined below: 

 The flow in a wide floodplain is mostly a two-dimensional process. 

 The 2D model can incorporate a full representation of the actual area terrain to be 

modeled, instead of a series of interconnected cross-sections. 

 The 2D model can determine flow path as a function of topography and applied boundary 

conditions.  

 Manning’s roughness coefficients can be specified in terms of a detailed roughness map 

that is the function of grain size and vegetation covers.  

 The 2D model is also able to simulate local flow properties such as velocity, inundation 

depth, duration, and shear stress with have important riverine ecological functions. 

Field data required for 2D modeling are detailed topography of the study area, water 

surface elevations along the reach and hydrographs at specific locations or stage-discharge 

relationship at the downstream end of the model, grain size distribution and vertically averaged 

velocity distributions. DEM construction from topography is the primary foundation for all 

modeling efforts; therefore, it should be as accurate as possible. Accuracy and reliability of DEM 

is simply a function of the accuracy and reliability of data sources, (i.e., LiDAR, field survey, 

and photogrammetry, etc). Recent development of remote sensing technology in the form of light 

detection and ranging (LiDAR) provides a considerable advancement in elevation accuracy over 
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conventional topographic mapping sources (Brown, 2005; McKean et al., 2009b). It is also 

equally important to understand that potential errors associated with interpolation of grid 

surfaces from point and contour data, and converting from high resolution to low resolution. 

DEM is a very critical factor for producing a sound and reliable model results. 

The boundaries of the model should be in a simple reach avoiding recirculating eddies, 

which may create model instability. Typically, the upstream boundary conditions consist of a 

constant discharge or a hydrograph and profile of vertically averaged velocities. The downstream 

boundary conditions are constant water surface elevations or time series a stage–discharge 

relationship. If tributaries are contributing discharge in the model domain, boundary condition 

should be provided as point boundary conditions.   

Initial conditions specify the initial values of hydraulics for unsteady and steady state 

simulations at each grid within the numerical domain of the model at the beginning of a 

simulation. It can be spatially varied or constant value throughout the model domain. Water 

surface elevation is the most important variable, which can be specified based on field measured 

values, predicted from a 1D simulation or linearly interpolated between an upstream and 

downstream elevation or 2D model simulated values before model calibration. The values of the 

other dependent variables, such as flow velocity and depth, are then derived from the continuity 

or the uniform flow equation (Tonina and Jorde, 2013). Furthermore, the model can be started as 

a “hot-start” option, which defines the model variables from a previous simulation results within 

the entire domain. 

Parameterization is the process to assign model parameters such as turbulence parameters 

and the streambed roughness required to predict flow hydraulics, which are specific for the study 

reach. In 2D models, a spatially varied roughness parameter is one of the main parameters to 

calibrate a 2D model. Streambed roughness expresses the resistance within a grid and it accounts 

for local losses due to grain size, turbulence and land cover. The roughness is the most important 

parameter for model prediction, which can be estimated from field study, theoretical analysis, by 

model calibration or a combination of these methods. Typically, modelers use a combination of 

field measurements and theoretical analysis for estimating model parameters (Lane, 1998; 

Crowder and Diplas, 2000) followed by an assessment of model performance rather than 

optimizing parameters through calibration alone.  
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Calibration is a process of estimating model parameters such as lateral eddy viscosity and 

streambed roughness in order to minimize differences between predicted and measured values. 

Typically, water surface elevation and/or velocity distribution at selected locations are compared 

during model calibration processes. The calibration processes may be affected by equifinality, 

where different parameter combinations may result to the same observed data (Beven and Freer, 

2001; Pasternack et al., 2004). Furthermore, optimizing parameters during calibration may 

reduce model predictive capability under different boundary conditions. Therefore, to use field 

measured information and theoretical analysis of model parameter (e.g., roughness) followed by 

a comparison between predicted and observed values may limit equifinality. The model 

parameter values should be adjusted or optimized within a realistic range. Following the model 

calibration, validation is done by comparing predicted and measured water surface elevations, 

flow depth or vertically averaged velocities for different discharge or time period, which was not 

used during the calibration process.  

7.2 Methodology 

7.2.1 2D hydraulic model setup 

We developed 2D models utilizing high-resolution (2m grid size) DEMs, upstream 

discharge and downstream water surface elevation as boundary conditions for 23 km river reach 

of South Fork Boise River (SFBR), which is wider and open than downstream canyon reach 

(Figure 7.1). For the current study, 2 m grid size was selected considering objective of the study 

(fish habitat analysis), computational time and the extent of the study area. The original 1m grid 

size raster was resampled with the nearest neighborhood method to develop 2 m grid size raster, 

which is converted to DEM to use as model bathymetry. Resampling is the process of 

interpolating grid values when transforming raster dataset from one resolution to another.   

Considering computation time required for the simulation, the model reach is divided into 

Upper (13 km) and Lower (10 km) reaches (Figure 7.1). Therefore, two separate models were 

developed to represent the entire 23 km study reach. In order to minimize the effect of boundary 

conditions, the upper and lower model extents overlapped by 120 m.  Furthermore, we 

disregarded the areas that are 60 m from upstream and downstream boundaries of each model.   
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Figure 7.1: Upper and lower 2D model extents, water surface elevation and velocity measured 

locations along the channel.   

We used MIKE 21 software as the 2D model. MIKE21 is a 2D free-surface flow modeling 

system used to simulate two-dimensional hydraulics and hydraulics-related phenomena such as 

water surface elevations, depth-averaged flow velocities and bottom shear stresses in estuaries, 

coastal areas, and floodplains (DHI, 2007). The MIKE 21 flow model simulates unsteady 

hydraulic properties with the defined bathymetry and other parameters, such as resistance and 

eddy coefficients, using a finite difference algorithm (DHI, 2011b). It solves the time-dependent, 

vertically-integrated RANS equations of mass and momentum conservation in two-horizontal 

directions.  

We simulated flow properties depth, water surface elevation and velocity for two constant 

low (8.5 m3/s) and medium (45.33 m3/s) discharges. The flows are upstream boundary conditions 
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for both Upper and Lower models. The downstream boundary conditions were water surface 

elevation for corresponding discharges simulated from the 1D model. We did not consider 

tributary input during model calibration because contributions from them were negligible 

compared to Anderson Ranch Dam releases (Section 6.2.6). The simulation period for each 

discharge was 12 and 10 hours for Upper and Lower models, respectively. The simulation time 

period was estimated based on time required by the flow to travel from the upstream to 

downstream model boundary for a discharge 4.25 m3/s over an initially dry channel bed. We 

assigned simulated water surface elevation discharge for 4.25 m3/s as an initial condition for 

other simulations. 

7.2.2 2D hydraulic model calibration 

We assigned constant Manning’s coefficient n of 0.025 m1/3/s for the entire channel bed 

inundated at a discharge of 4.25 m3/s and a higher Manning’s coefficient n of 0.03 m1/3/s on the 

remaining part of the stream bathymetry, which includes the banks, and on floodplain. Currently, 

the minimum flow in the SFBR is 8.5 m3/s. Our pre-analysis showed that there is negligible 

difference in inundation extent between the discharges of 4.25 and 8.5 m3/s in the current 

channel bathymetry. 

We surveyed water surface elevations for low (8.5 m3/s) and medium (45.33 m3/s) 

discharges along the SFBR (Figure 7.1). Detail about water surface elevation measurements are 

described in Section 6.2.9. We measured flow velocities twice during low flow at Cow Creek 

and Private Bridge. The velocity measurement points were approximately 2 m apart across 

channel and approximately at the same location in both days. We compared the time-averaged 

measured velocity with simulated velocities.  

We calibrated the model adjusting the Manning’s coefficient n, to minimize the differences 

between measured and predicted velocities and water surface elevations. We adjusted Manning’s 

coefficient n within a realistic range for this type of stream.  

Model simulated 2 m resolution velocities were converted to Triangulated Irregular 

Network (TIN) format and converted into 1 m ArcGIS compatible Raster format to avoid error 
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associated with the grid size. The simulated velocities were extracted at the field measured 

locations from 1 m Raster using ArcGIS tool. We calculated the root mean square error (RMSE), 

the coefficient of determination (R2) and average error (AE) to evaluate difference between 

measured and predicted water surface elevations and velocity.  

7.3 Calibration Result and Discussion 

After several iterations, we selected the Manning’s coefficient n value of 0.025 and 0.03 

m1/3/s for channel and outside the channel extent, respectively for both low and medium 

discharges. The results of model calibration for both discharges are shown in Figure 7.2 and 

Table 7.1.  The RMSE and AE were 0.2 m and -0.01 m, respectively for low flow, whereas 0.17 

m and -0.09 m, respectively for medium flow. These results from the model calibration show 

acceptable agreement between the simulated and the measured WSEs for both discharges.  

 
Figure 7.2: Difference between measured and predicted water surface elevations for discharges 

of 8.5 (left) and 45.6 m3/s (right). +ve and –ve values indicate higher and lower measured values, 
respectively.  

The RMSE for velocities at Cow Creek and Private Bridges were 0.07 m/s and 0.10 m/s, 

respectively at low discharge (Figure 7.3 and Table 7.1). Overall combined RMSE and AE were 

0.09 m/s and -0.01 m/s, respectively. The correlation coefficient was 0.77 (Table 7.1).  The 

model calibration results showed acceptable agreement between the simulated and the measured 

velocity for both Cow Creek and Private bridges. 
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Table 7.1: Root mean square error (RMSE) and average error (AE) for water surface elevation 
and velocity. +ve and –ve values indicate higher and lower measured values, respectively 

 

 
Figure 7.3: Simulated and predicted velocity for discharge 8.5 m3/s at Cow Creek and Private 

Bridge, respectively. The progressive distance is from the right to left bank. 

We did not optimize Manning’s coefficient n for the specific flow or measured location. 

This approach may help to improve the accuracy of the model at other discharges. For example, 

we could increase Manning’s coefficient n at specific locations (within red oval in Figure 7.2) in 

order to increase simulated water surface elevation, which would result in lower RMSE at low 

discharge. One of those locations was close to Cow Creek Bridge velocity measurements. The 

agreement between simulated and measured velocity is satisfactory in this area, which indicates 

Manning’s coefficient n (0.025) is reasonable and within a realistic range. The average error 

between measured and predicted velocity was +0.4 m/s, which reveals higher Manning’s 

coefficient n in the model than in the field. If we have increased roughness coefficient to 

improve RMSE for water surface elevation, that would have negatively affected the velocity 

distribution and accuracy. Most importantly, LiDAR surveyed topography was about 0.63 m 

(average) lower than surveyed topography near this area (Table 2.1 in Section 1.3.2).  Although, 

we raised entire SFBR topography by 0.39 m, the value was probably not enough for Cow Creek 

Bridge area, which resulted in noticeable lower water surface elevation than measured. 
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Therefore, based on different factors such as uncertainty in measurement and bathymetry, 

Manning’s roughness coefficient n adjusted during model calibration processes is reasonable 

(Tonina and Jorde, 2013). These Manning’s roughness coefficient n of 0.025 and 0.03 for 

channel and outside channel extent will be used for all other simulations.  
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8 FISH HABITAT MODEL  

8.1 Introduction 

River-damming and reservoir operations, which have economic benefits and reduce flood 

hazards, are one of main human influences on freshwater ecosystem worldwide (Poff et al., 

1997; Pringle, 2003). They have affected hydrological processes by altering stream water flow, 

nutrient concentration, water temperature, sediment transport and direct impact on riverine 

ecosystem as a habitat loss and aquatic biodiversity decline. Changes in flow regime, whose 

hydrograph depends also on watershed hydrology, affect channel connectivity to floodplain, 

side-channel and backwater habitats that are important to a variety of terrestrial and aquatic 

ecosystems. Floodplain contain off-channel habitats that include sloughs, wetlands, side 

channels, and other seasonally-flooded lands, which are productive for juvenile fishes (Schlosser, 

1991; Martens and Connolly, 2014) and can serve as refugia, during high flows in the main 

channel (Bell et al., 2001).  

On top of human influences, warming climate is projected to accelerate (IPCC, 2013) and 

to increase precipitation variability and extreme events: both droughts and floods. Climatic 

variability will impact the thermal regime of aquatic systems as well as shift in aquatic habitat 

distribution for different species (Perry et al., 2005; see, Battin et al., 2007). Researchers have 

already found increased precipitation variability and decreased snowpack that have been linked 

to warming, altered stream hydrology and increased channel disturbance from post-fire 

landslides and debris flows in the Pacific North West of the United States (Isaak et al., 2010). 

These impacts may force to change water resources development, operation, and management in 

the future. Interaction among flow releases, timing and dam operation on stream thermal regime, 

which is a key element for aquatic habitat quality (Torgersen et al., 1999; Lessard and Hayes, 

2003; Johnson et al., 2004; Danehy et al., 2005; Loinaz et al., 2013; Carey and Zimmerman, 

2014; Hébert et al., 2015), has also been overlooked and a major gap in current environmental 

flow assessments (Olden and Naiman, 2010). 

Riverine ecosystems depend on maintaining and recovering hydraulic habitat that includes 

structural components associated physical landscape, processes related by flow dynamics and 
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understanding of species habitat requirements for survival and reproduction (Merenlender and 

Matella, 2013). Physical processes driven by channel flow determine the health of riverine 

ecosystem and habitat availability or suitability; therefore recovering hydraulic habitats are 

focused on recovering more natural flows and channel morphology (Tetzlaff et al., 2007). 

Instream flow incremental methodology (IFIM) provide the framework for aquatic habitat 

modeling to study aquatic ecosystem (Bovee, 1982), where habitat is quantified in terms of 

Suitability Index (SI) and Weighted Usable Area (WUA) as a function of discharges, but habitats 

also changes spatially and temporarily with discharges. One of the criticisms of IFIM approach 

is, it overly focused on reach scale based on physical habitat (e.g., depth, velocity, substrate, 

cover, etc.) but there are many variables such as water quality, flow regime (temporal 

distribution), and competition and predation between species (Hudson et al., 2003; Leclerc et al., 

2003). These models have been frequently used to analyze fish habitat as a function of discharge 

(e.g., Tiffan et al., 2002; Muhlfeld et al., 2012) to study habitat improvements due to river 

restoration activities (e.g., Lacey and Millar, 2004; Pasternack et al., 2004) and to establish 

environmental in-stream flows releases from reservoir (Bovee et al., 1998). However other 

methods such as bio-energetic or carry capacity biological model could be used as well.  

Stream water temperature is crucial physical characteristics of aquatic systems because it 

affects water quality parameters as well as biological processes of aquatic species such as 

ecology, evolution and distribution (Carey and Zimmerman, 2014). Severity of impacts of 

hydrological alteration on stream water temperature depends on many factors such as discharge 

magnitude, local hydraulics, size and purpose of dam and noticeably it varies temporarily and 

spatially (Poff and Hart, 2002; Hudson et al., 2003; Lessard and Hayes, 2003). For example, fish 

species may not use a favorable habitat physically considering water depth, velocity and 

substrate, if water temperature is exceeds a threshold critical value (Torgersen et al., 1999). 

Despite water temperature being an important variable for salmonid habitat, most of current 

studies lacked consideration for aquatic habitat (Lessard and Hayes, 2003; Johnson et al., 2004; 

Danehy et al., 2005; Loinaz et al., 2013; Hébert et al., 2015). Furthermore, apart from few 

studies (e.g., Hightower et al., 2012; Li et al., 2015) most of habitat models have not considered 

stream water temperature, while analyzing available habitat (e.g., Tiffan et al., 2002; Muhlfeld et 

al., 2012). Studies have considered water temperature separately instead of integrating with 
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physical variables water depth, velocity, substrate to calculate combined habitat suitability 

(Maret et al., 2006; Sinokrot and Gulliver, 2010). 

Hydrological, thermal and water quality regimes of streams and rivers depend on large-

scale hydrological and atmospheric cycles in unregulated systems and also by dam operation in 

regulated system. These effects then cascade on habitat quality, which can be quantified with 

different methods from the in-stream flow incremental methodology (IFIM) (Bovee, 1982), 

carrying capacity (Cramer and Ackerman, 2009) or bioenergetic methods (Chipps and Wahl, 

2008). Despite the needs to have tools for simulate different scenarios to quantify the complex 

interaction among biotic and abiotic systems, based on our knowledge only few models 

integrating large scale processes such as hydrological modeling with fine scale processes such as 

aquatic meso- and micro-habitat were proposed so far to analyze status or impacts of human 

activities or climate change on riverine ecosystem (e.g., Loinaz et al., 2013; Merenlender and 

Matella, 2013; Kail et al., 2015). Merenlender and Matella (2013) integrated modeling of stream 

flow and aquatic habitat but did not account for watershed hydrological and water quality 

modeling. Loinaz et al. (2013) simulated watershed hydrology, stream water temperature and 

interaction between surface and ground water but did not link them to habitat quality. Recently, 

Kail et al. (2015) simulated watershed hydrology and water quality using SWAT, river 

hydraulics and change in channel morphology by 2D hydrodynamic model, whose outputs fed a 

spatially distributed habitat model in order to predict presence or absence of aquatic species. This 

last integrated model is what we defined an “ecohydraulics virtual watershed” because it 

captures large-scale physical processes and quantifies their effects on local biotic processes. 

The calibrated and validated models presented in the previous sections are used as a 

cascade of models to quantify rearing habitat quality and distribution of the native endangered 

Bull Trout, a cold water fish species  

8.2 Methodology 

We developed an integrated modeling framework, which links physical and ecologic 

processes to analyze aquatic habitat distribution. Physical model includes hydrologic (Chapter 

4), hydraulic and temperature modeling (Chapter 5 and 6), whereas fish habitat represents their 
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biological processes and behavior. Watershed hydrological model is used to predict hydrology 

and water quality information used as boundary conditions for hydraulic models. The predicted 

local flow hydraulics and water quality values were used as inputs of an instream flow 

incremental methodology (IFIM), the selected ecological model, to predict spatial and temporal 

aquatic habitat quality distribution (Bovee, 1982).  

8.2.1 Preference curves 

Bull Trout is a coldwater species and their life-cycle are sensitive to temperature change 

(Fraley and Shepard, 1989; Rieman and Mclntyre, 1993). Thermal requirement for Bull Trout 

may vary with geographical area (Hillman and Essig, 1998; Poole et al., 2001; Selong et al., 

2001; Anglin et al., 2004). Although it has been hypothesized that Bull Trout optimal survival 

and reproduction temperature occurs within a narrow range (<15oC) of cold temperatures, 

Hillman and Essig (1998) has shown that they can adopt their life-cycle to wide range of 

temperature thresholds (Howell et al., 2010).  

We used daily maximum temperature (DMT) as a metric for temperature suitability index 

(SIt) for each day based on literature information.  Previous researchers concluded DMT above a 

critical threshold is a fundamental parameter for determining distribution of majority of aquatic 

species (Olden and Naiman, 2010). Based on a literature review (Bonneau and Scarnecchia, 

1996; Poole et al., 2001; Selong et al., 2001; McMahon et al., 2007; Maret and Schultz, 2013), 

we identified SIt for <16oC and >22C are 1 and 0, respectively, whereas for 16-22C, it is 

linearly interpolated (Figure 8.1, left). We then verified the water temperature preference curve 

by comparing stream water temperatures at Bull Trout locations in the South Fork Boise River. 

Because DMTs do not change considerably spatially (from upstream to downstream) for the 

specific day in our study site, we used a single SIt for entire study area (see, Maret et al., 2006) 

(Figure 8.2).  
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Figure 8.1: Temperature preference curve and green diamonds represents measured water 

temperatures at fish locations (left).Water depth and velocity preference curves for Bull Trout 
rearing habitat, red squares and blue triangles are measured depths and velocities at fish locations 

(right).  

This approach might introduce some uncertainties, when DMTs are different between 

upstream and downstream areas and between 16C to 22C (Figure 8.2). 

 
Figure 8.2: Maximum daily temperature from upstream (XS3300) to downstream (XS24000) for 

the entire simulated water year (WY 2013) 

We adopted depths and velocities rearing habitat preference curves from previous studies 

(Lewis River workshops, 2000; WDFD, 2004). Although, these preference curves are developed 

for streams of Washington State, observed water depths and velocities at Bull Trout observed 

locations in the SFBR system fitted fairly well (Figure 8.1, right).  
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8.2.2 Fish habitat model development 

We developed a fish habitat model in ArcGIS to quantify habitat quality using simulated 

water depth, velocity, and temperature with univariate rearing habitat preference criteria for Bull 

Trout. We used geometric product of the individual cell suitability indices, CSI, to determine the 

overall habitat suitability index (HSI) (Moir et al., 2005; Tonina et al., 2011; Benjankar et al., 

2014b). The model quantifies spatially distributed CSI, an indicator of habitat quality at the cell 

scale (2 m grid size), and weighted useable area (WUA), an indicator for quality at the river 

segment scale (102 channel width) (Bovee, 1978). We specifically selected rearing habitat 

because the study reach is known as a rearing habitat (which refers to the USFWS classification 

of the reach as Foraging, Migration, Overwintering habitat) for sub-adult and adult Bull Trout 

year around.  

We calculated suitability index for each i-th grid cell (SIi,j) and j-th variable, considering 

water depth (SIi,d),velocity (SIi,v)  and temperature (SIi,t) and preference criteria for those 

variables using eq. 7.1, which simplifies to eq. 7.2 when SIt is constant over the entire study area 

for the specific day, as in our case: 

୧ܫܵ ൌ ඥܵܫௗ, ∗ ௩,ܫܵ ∗ ௧,ܫܵ
య  (7.1) 

୧ܫܵ ൌ ඥܵܫ௧,
య ∗ ඥܵܫௗ, ∗ ௩,ܫܵ

య  (7.2) 

We have fish observation data during river discharges of 8 and 16 m3/s, which were used to 

validate the fish habitat model. The model predicted high quality habitat, where fish were 

observed with a good correlations between predicted habitat and fish observations (Figure 8.3). 

 
Figure 8.3: Observed fish distribution over spatially distributed habitat quality 
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8.2.3 Habitat function of discharge  

We simulated distributed water depth and depth-averaged velocity with the 2D hydraulic 

model for the following discharges 4, 8, 17, 28, 45, 57, 68, 85, 102, 142, 184 and 227 m3/s and 

then calculated area-weighted median depth and velocity to analyze relationship between 

discharges and hydraulics. These discharges cover the entire flow regime during both regulated 

(dam releases) and unregulated (without dam and reservoir) flows. The discharge of 8 m3/s is the 

present minimum flow release through the Anderson Ranch Dam, whereas 227 m3/s (2006) is a 

maximum discharge measured at the USGS Featherville gauge station (natural) during the period 

between 1946 and 2012. We also considered a hypothetical minimum release of 4 m3/s to study 

the potential impact of dam management during a drought event on aquatic habitat. We used fish 

habitat model to simulate habitat suitability index (HSI) and change in WUA (Q-WUA curve) 

based on hydraulics for all discharges.  

8.2.4 Habitat time series 

We simulated habitat time series for an entire water year (i.e., 2013) based on stream flow 

at the Anderson Ranch gauge station. Habitat time series, which is an extension of the IFIM 

approach, can be used to indicate temporal status of habitat (Muhlfeld et al., 2012; Li et al., 

2015). Fundamental behind habitat time series is that habitat is a function of stream flow and 

thus varies temporally. One of the advantages of this approach is that it allows for comparisons 

of flow management regimens. Mean daily discharges were used to interpolate daily weighted 

usable areas (WUA) from the Q-WUA curve. Finally, we calculated daily WUA using eq. 7.3 

from interpolated hydraulic habitat (SIh, product between SIv and SId ) and temperature (SIt) 

suitability indices for the specific day, where (SIt) and (SIh) varies daily based on DMT and mean 

daily discharges, respectively. 

WUAሺtሻ ൌ ∑ ൫∏ SI୧,୨
୫
୨ ൯

ଵ/୫
A୧


୧ୀଵ  (7.3)  

with N is the total number of cells, m is number of variables and its dimensional form HSI: 

HSIሺtሻ 	ൌ ሺ୲ሻ

∑ 
ొ
సభ

	 (7.4) 
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8.2.5 Habitat prediction 

We compared habitat time series considering with- and without-water temperature variable 

to analyze effect of temperature on habitat for unregulated and regulated scenarios for the year 

2013. Regulated and unregulated scenarios define temperature and flow regimes with- and 

without-Anderson Dam operation impacts. For the without-temperature case, we assigned water 

temperature suitability Index (SIt) as 1 for each day assuming water temperature suitability is 

optimal (eq. 7.1).     

Whereas, for habitat distribution, we separated the simulated HSI and WUA between in-

channel habitat, that within the bankfull channel (here after in-channel), and lateral habitat, that 

is beyond the bankfull wetted area extension (here after lateral-channel). The later includes side 

channels, back water areas and inundated floodplain. We delineated the spatial extent of bankfull 

channel using the River Bathymetry Toolkit (RBT) that characterizes in-stream and floodplain 

geomorphology to support aquatic habitat analyses (McKean et al., 2009b). We defined low and 

high flows those below and above bankfull flow (68 m3/s), respectively.  

8.3 Results: 

8.3.1 Hydraulics 

Inundated areas increased slowly up to the bankfull discharge, thereafter rapidly, indicating 

the in-channel is entirely inundated and the flow reaches lateral-channels and floodplains (Figure 

8.4). The inundation area for the maximum flow (227 m3/s) was twice (1.14 km2) that of bankfull 

discharge. The median (50%) water depth increased with higher discharges, except for 227 m3/s 

(Figure 8.4), for which median depth decreased. Furthermore, ranges of minimum (5%) and 

maximum (95%) depths increased with discharge.   
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Figure 8.4: Box plots for minimum (5%), first quartile (25%), median (50%), third quartile 

(75%) and maximum (95%) of water depths (bottom) and velocities (top) for different 
discharges. Green line indicates inundated area (extent) for different discharges.   

Swift flow velocities (larger than 1 m/s) were observed in the in-channel zone, whereas 

slower in lateral-channel zone (lower than 1 m/s) (Figure 8.4 and 7.5) for discharges higher than 

bankfull. Area-weighted median velocity increased with higher discharges, except for 184 and 

227 m3/s, where it decreased. This indicated the in-channel connected with side-channels and 

floodplain increasing inundation areas extensively for these two large flows, where velocities are 

relatively slower than in the in-channel zone. As with water depths, range of minimum and 

maximum velocities increased with higher discharges (Figure 8.4).     

 
Figure 8.5: Spatial distribution of velocities and inundated areas for discharges 68 m3/s (top 

panel) and 102 m3/s (bottom panel). Red lines indicates bankfull channel boundary.  
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8.3.2 Habitat  

The magnitude of habitat quality changed spatially with higher discharges (Figure 8.6). 

The in-channel habitat connecting with lateral-channels (side channels and floodplain) during 

high flows improved Bull Trout rearing habitat (Figure 8.4, 7.5 and 7.6). Optimal rearing Bull 

Trout habitats were available at discharge 17 m3/s based on both WUA and HSI, whose values 

decreased for discharges less than 17 m3/s primarily due to reduction in flow depths (Figure 8.5 

and 7.6) and for discharges higher than 17 m3/s up to the bankfull but increased for higher flows 

(Figure 8.6). However, increases in WUAs were considerable compare to HSI (0.21 to 0.33), due 

to increase in wetted areas (Figure 8.4, 7.5 and 7.6) rather than habitat quality at high flows. 

 
Figure 8.6: WUA and HSI quantified with water depth and velocity only (without temperature) 

as a function of discharges calculated for channel, off-channel and combined spatial extents. 

8.3.3 Temperature effect 

During July, August and September, WUA were noticeably lower for the with- than 

without-temperature cases due to daily maximum water temperature (DMT) larger than the 

threshold value for optimal temperature (16oC) (Figure 8.7). DMTs were less than 16oC in other 

months (October to June), resulting with SIt = 1, and consequently with similar habitat between 

with- and without-temperature. For the regulated scenario, DMTs were less than 16oC, such that 
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temperature did not affect habitat quality, because dam released cold water within the preference 

range for Bull Trout during summer months.  

 
Figure 8.7: Dam regulated and unregulated (natural) weighted usable area (WUA) (left). 

Temperature in legend indicates inclusion of water temperature for WUA calculation.  

8.3.4 Spatial habitat shift 

Our analysis showed that the spatial distribution of rearing habitat is quite homogenous and 

mostly of high quality in the in-channel zone at low discharges (less than bankfull) (Figure 8.8). 

In-channel average HSI and WUA increase to a peak for 17 m3/s and then decrease (Figure 8.6). 

Conversely, lateral-channel WUAs are low at low flows and increased exponentially for high 

discharges. This result revealed that good quality habitat shifts toward lateral-channel (former 

floodplain and side channels) as river discharge rises (Figure 8.6 and 7.8). Nevertheless, HSI 

increased slightly (0.39-0.61) for low to high discharges for lateral-channel.  
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Figure 8.8: Spatial shift in high quality habitat for low (8 m3/s) and high flows (102 m3/s) 

(right). 

8.4 Discussions 

Bull Trout rearing habitat quality is sensitive to change in river discharges, as it shifts 

habitat distribution, stream water quality and floodplain connectivity. Minimum flow release 

through dam less than current minimum flow (8 m3/s) will reduce the available Bull Trout 

rearing habitat. Interestingly the flow which (17 m3/s) maximizes the in-channel habitat is also 

the minimum flow release during spring and summer months (April to September) to fulfill the 
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irrigation water demand during average climatic years. However, the dam may release higher 

discharges depending on water volume in the reservoir. 

Summer releases are cold hypolimnetic releases from the reservoir resulting in stream 

temperature not being a critical parameter for Bull Trout using the SFBR below Anderson Ranch 

Dam. Migratory Bull Trout annually over-winter in Arrowrock Reservoir and the SFBR the 

majority of which migrate to their spawning locations in the Middle and North Forks of the 

Boise River before returning to the reservoir in November (Salow and Hostettler, 2004; U. S. 

Bureau of Reclamation (USBR), 2013).  Our results showed that changes in discharge and water 

temperature patterns at Anderson Ranch Dam maintain suitable Bull Trout habitat throughout the 

year (Figure 8.7).  

Conversely, stream water temperatures are a critical factor for Bull Trout rearing habitat in 

the unregulated scenario for the majority of summer months (July, August and September). Thus 

historically as shown by the unregulated case, Bull Trout may have not used this portion South 

Fork Boise River for summer rearing habitat due to high temperatures (>22oC), suggesting that 

they may have migrated upstream or to tributaries (Figure 8.9).  

 
Figure 8.9: Water temperature patterns for the water year 2013 for unregulated and regulated 

scenarios. 
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This result confirms the importance of consideration of a water temperature variable, 

which depends on flow releases, timing and dam operation on stream thermal to analyze aquatic 

habitat, specifically for summer months (Salow and Hostettler, 2004; Olden and Naiman, 2010; 

U. S. Bureau of Reclamation (USBR), 2013). One of major finding of our study is that habitat 

analyses may over predict available habitat for salmonid based only on physical variables 

without considering water quality (temperature) (Figure 8.7). 

Our results underscore the importance of the lateral-habitat as the main refugia for fish at 

high flows (Shirvell, 1994; Bell et al., 2001) due to shift of good-quality habitat from in-channel 

to lateral-channel. Adult and sub-adult Bull Trout as well as other fish species such as Sculpins 

(Myoxocephalus octodecemspinosus), Dace (Leuciscus leuciscus), Kokanee (Oncorhynchus 

nerka), and Rainbow Trout (Oncorhynchus mykiss) resident in the SFBR system could use 

lateral-channels during high flows (USBR, 2013). Salmonids also use lateral-channel habitats to 

avoid predation and reduce competitions from other species (Shirvell, 1994) as well as for 

rearing during winter months (Solazzi et al., 2000). Consequently, conservation and restoration 

of lateral-channel habitat is necessary and requires periodic high discharges to maintain the 

connectivity with the main channel (Bowen et al., 2003; Gorski et al., 2014).  

 
Figure 8.10: WUA and SI for Bull Trout (BT) and rainbow trout (RBT) rearing habitats as a 

function of discharges 
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There is a diversity of age classes of Sculpins, Dace, Kokanee, and Rainbow Trout in the 

SFBR system. Bull Trout prey on these sub-adult sized young nonnative species (USBR, 2013). 

Idaho Department of Fish and Game, IDFG, surveys of young-of-year Rainbow Trout show 

good recruitment within the Boise River system. Our study also shows that the Rainbow Trout 

rearing habitat is comparable to the Bull Trout habitat, although the former is less than the latter 

during low flows. (Figure 8.10). However, there is no competition documented between the 

species for this habitat (USBR, 2013). Both SI and WUA decreased with discharge until the 

main channel connects to former side channels and floodplain. 

8.5 Conclusions 

Contrarily to expectations, our results showed that Bull Trout habitat is not limited by 

present reservoir operations although operations do alter historic stream temperature and 

discharge regimes to some extent. Although, in-channel habitat quality decreases with increasing 

discharge within the channel, good habitat quality shifts to lateral-channels as high flows 

reconnects lateral-channel with the main channel. At high flows, fish may seek refugia to 

excessive flow velocity in the lateral-channel. These high flows are important because they shape 

the stream geometry, clean gravel from fine sediment, mobilize and transport sediments and 

connect floodplain to exchange nutrients.  
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9 IMPACTS OF DAM MANAGEMENT ON AQUATIC HABITAT  

9.1 Introduction 

Dam management affects hydrological processes, alters stream flow, sediment transport 

and water temperature, and potentially habitat loss and reduction of aquatic biodiversity (Poff et 

al., 1997; Ward and Tockner, 2001; Bunn and Arthington, 2002). Typically, regulated flow 

decreases magnitude of peak flows and increase minimum base flows. Dam management 

impacts stream thermal regimes spatially and temporally beside hydrological alterations (Preece 

and Jones, 2002; Steel and Lange, 2007; Angilletta et al., 2008). However, the magnitude of 

impacts depends on many factors such as size and purpose of dam, discharge released from dam 

and local hydraulics (Lessard and Hayes, 2003). Previous studies have documented that rapid 

reductions in river water surface elevation due to dam management cause stranding of fish 

species and mortality (Saltveit et al., 2001 ; Bragg et al., 2005; Irvine et al., 2009; Nagrodski et 

al., 2012). Nevertheless, fish stranding was not just related to the rate of change in water surface 

elevation, but depends on many factors such as fish species and their life stages, stream 

temperature, the time of the day versus night (Higgins and Bradford, 1996; Halleraker et al., 

2003; Dauwalter et al., 2013).  

Additionally, climate change may increase precipitation variability and extreme events, 

e.g., droughts and floods (IPCC, 2013), decrease snowpack, thereby altering stream hydrology 

and thermal regime (Isaak et al., 2010). Furthermore, changing climate may impact the thermal 

regime of river systems as well as shift in aquatic habitat for different species (Perry et al., 2005; 

see, Battin et al., 2007). These effects may force to change water resources operation and 

management in future.  

Flow alteration by dam management can limit and even prevent lateral hydraulic 

connectivity, causing disconnection with floodplain, side-channel and backwater habitats from 

the main channel. Lateral-habitat is a very important refugia for fish and a key part of aquatic 

ecosystems (Schlosser, 1991; Martens and Connolly, 2014). It can have lower velocity than the 

main stem and different stream temperature such that it can be both a thermal and hydraulic 

refugia for fish (Schlosser et al., 2000; Carey and Zimmerman, 2014). However, studies have 
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shown that reservoir management could provide an opportunity to manipulate flow release and 

their temperature, to accommodate aquatic species requirements (Yates et al., 2008; Sinokrot and 

Gulliver, 2010; Null et al., 2013). For instance, water releases from deep thermally-stratified 

reservoirs have colder water than unregulated flows during summer periods and may be 

beneficial for cold-water species such as Bull Trout. It has been also suggested that dam 

management could help mitigate some of the impacts caused by human and climate change on 

stream flows and temperature downstream (Yates et al., 2008; Null et al., 2013).  

Previous studies have mainly focused on analyzing human impacts in the main-channel 

habitat, but large flows for example greater than 10-year recurrence interval form new habitats 

by connecting secondary channels and oxbows, which is known as off-channel habitat (Richter 

and Thomas, 2007). Off-channel habitats can serve as refugia, during high flows in the main 

channel (Bell et al., 2001). The interaction among flow and timing of reservoir released flows on 

stream ecosystem and thermal regime has been overlooked in river flow management (Olden and 

Naiman, 2010). Many studies have used process-based hydrodynamic and fish habitat models to 

quantify the impacts of reservoir management, however most of them do not consider stream 

water temperature, while analyzing available habitat (e.g., Tiffan et al., 2002; Lacey and Millar, 

2004; Pasternack et al., 2004; Muhlfeld et al., 2012).  

We apply the process-based integrated model developed in the previous Chapter 4, 5, 6 and 

7 to quantify impacts of dam operation on aquatic habitats for dry, average and wet climatic 

conditions This Chapter focuses on: i) Impact of dam operation on fish habitat; ii) Analyzed if 

flow regulation can offset impact on habitat?; iii) impact of dam operation on spatial shift of 

habitat. 

9.2 Methodology 

9.2.1 Climatic conditions 

In collaboration with USBR, we identified a set of discharge scenarios for dry, average and 

wet climatic conditions to understand the impacts of the reservoir operation on Bull Trout habitat 

(Table 9.1). We selected three functional climatic conditions to represent typical wet, average 

and dry climatic years based on measured flows at USGS gauge SFBR near Featherville, ID, 
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which is located upstream of  Anderson Ranch Reservoir.  Frequency analysis was performed for 

the measured flows to estimate recurrence interval (RI) floods. Typical wet, average and dry 

years were identified based on annual natural flow characteristics of the basin.  We selected dry 

(2007), average (2010) and wet (2006) years based on flow magnitude of less than 1.5-year RI, 

between 1.5 and 5-year RI and greater than 5-year RI, respectively in both annual maximum and 

mean floods and based on drought indices calculated for the region (Sohrabi et al., 2015 ).  

Table 9.1: Hydrologic scenarios of dry, average and wet climatic conditions for habitat analysis. 

 
Historic:  Hydrographs recorded at Anderson Ranch Dam for water years 2006, 2007 and 2010. 
Modified:  Hydrographs recorded at Anderson Ranch Dam modified by replacing the 300 cfs with 150 cfs, 

all the other discharges remain the same for water years 2006, 2007 and 2010. 
Naural Flows:  Natural flows estimated without Anderson Ranch Dam operation and storage for water years 

2006, 2007 and 2010. 

9.2.2 Impacts of dam management 

We developed a biological model in ArcGIS using 2D simulated hydraulic variables water 

depth and velocity, water temperature and univariate rearing habitat preference criteria for Bull 

Trout (Chapter 7). Geometric product of the individual suitability indices, SI, of physical 

parameters water depth, velocities and temperature were used to determine the overall suitability 

index (CSI) for each cell.  

Scenario 
Number

Background Conditions 
from BiOp

Winter Reservoir 
Release

River Modeling 
Time frame

Hydrology

1 Historical Historical 10/1/06-09/30/07 Historical Actual

2 Modified 10/1/06-09/30/07 Modified

3 Natural Flows Natural Flows 10/1/06-09/30/07 Natural Hydrograph

4 Historical Historical 10/1/09-09/30/10 Historical Actual

5 *150 cfs 10/1/09-09/30/10 Modified

6 Natural Flows Natural Flows 10/1/09-09/30/10 Natural Hydrograph

7 Historical Historical 10/1/05-09/30/06 Historical Actual

8 *150 cfs 10/1/05-09/30/06 Modified

9 Natural Flows Natural Flows 10/1/05-09/30/06 Natural Hydrograph

Dry (2007)

Average (2010)

Wet (2006)
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First, we developed discharge-WUA (Q-WUA) curve from a range of discharges 4, 8, 17, 

28, 45, 57, 68, 85, 102, 142, 184 and 227 m3/s. We separated the calculated WUA between the 

channel habitat, that within the bankfull channel (here after in-channel), and lateral habitat, that 

beyond the bankfull wetted area extension (here after lateral-channel).  

We developed habitat time series for different climatic conditions dry (2007), average 

(2010) and wet (2006) under dam regulated and un-regulated scenarios based on Q-WUA curve 

and mean daily discharges, which is an indicator for long-term impacts of dam operation impacts 

on fish habitat (Chapter 7). Furthermore, we analyzed potential impact of low flow release 

through dam (4 m3/s) lower than current minimum flow 8 m3/s as an option for future water 

management to compensate for drought conditions. For this analysis, we modified the regulated 

hydrograph through dam for all climatic conditions by assigning 4 m3/s discharge for when flows 

are 8.5 m3/s (Figure 9.1). Specifically, we reduced dam released discharges during winter and 

spring months for all three climatic conditions. However, we assumed similar water temperature 

time series released from dam as for the unregulated scenario. This assumption is justifiable 

because flow is released through bottom of the reservoir and water temperature should not be 

significantly different between 8 and 4 m3/s.    

We addressed the impact of dam operation on aquatic habitat and if dam management 

offsets those impacts by comparing WUA calculated by water depth, velocity and stream 

temperature and WUA only based on hydraulic variables water depth and velocity (here after 

hydraulic-quantified) between regulated and unregulated scenarios. Comparisons between these 

two habitats quantify the impacts of water temperature on aquatic habitats. We compared in-

channel and later-channel habitats between regulated and unregulated scenarios to address 

impacts of dam operation on shift of habitat quality spatially.  

9.3 Results and Discussions 

Anderson Ranch Dam has altered hydrology and thermal regimes, causing minimum base-

flow to increase and peak-flow to decrease distinctly (Figure 9.1). Winter water temperatures 

increased but water temperature diminished in the summer months. Unregulated flow 

hydrographs of SFBR system peak from late March to May with cold waters as a result of 

snowmelt and have warm low flows in the dry summer period (Figure 9.1) (DEQ, 2008). 
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Anderson Ranch Dam management has smoothened the peak of hydrograph by storing water for 

later use (e.g., energy production and irrigation) and flood management downstream, which 

resulted in relatively higher and stable flow during summer, fall and winter months (e.g., Yarnell 

et al., 2010; Muhlfeld et al., 2012).  
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Figure 9.1: Regulated, modified and unregulated hydrology and daily averaged water 

temperature at the Anderson Dam for a. dry (2007), b. average (2010), and c. wet (2006) climatic 
years 
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9.3.1 Dam impacts 

9.3.1.1 Habitat 

Habitat quality time series analyses showed habitats were consistent in winter (December, 

January and February) and early-spring months (March) as a result of steady regulated higher 

low-flows and colder stream temperature less than 16oC, which benefits Bull Trout rearing 

habitat downstream of Anderson Ranch Dam (Figure 9.1 and 8.2). Habitat increased during later 

stages of spring months due to medium low-flows (higher than the winter) release from the dam. 

The increase in habitat quality with discharge for low discharges is shown by the noticeably 

higher quality of habitat for wet than for dry and average climatic conditions (Figure 9.2). Later, 

habitat decreased in summer and early spring months as a result of high flow release to fulfill 

irrigation demand downstream. Habitat distributions were consistent throughout all climatic 

years for the regulated scenario. Patterns of habitats for the unregulated scenario were similar to 

the regulated in fall and winter months for all climatic conditions (Figure 9.2).  

Habitat quality was noticeably higher for wet than dry and average years for spring 

months. However, habitat quality was considerably lower in summer months for the unregulated 

scenario than for the regulated scenario and other seasons (spring, fall and winter). For flows 

higher than bankfull, river velocities were higher than 1 m/s in the SFBR system for both 

regulated and unregulated scenarios, which reduced habitat (Chapter 7). Furthermore, habitats 

induced by regulated flows were comparable to the unregulated scenario year around, and 

regulated habitat had higher quality during warm summer months than the unregulated scenario 

regardless of climatic conditions. The better summer habitat quality for the regulated than 

unregulated case is due to lower high flows and stream water temperature for the former than 

latter scenario (Figure 9.2). Other studies have shown that smoothing flow is beneficial to river 

ecosystem maintaining suitable habitat for native fish and invertebrate communities (e.g., 

Muhlfeld et al., 2012). 
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Figure 9.2: Total (channel and lateral channel) WUA with all three hydraulic variables water 

depth, velocity and temperature for regulated, modified and unregulated flows for a. dry (2007), 
b. average (2010), and c. wet (2006) climatic years. Hydraulic-quantified WUA is based on 

water depth and velocity only.  
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Habitat qualities for modified low flow were noticeably lower than for the regulated 

scenario (Figure 9.2). The results were consistent with other studies where degradation of habitat 

occurred due to low flow in the channel as a result of dam management or flow diversion (e.g., 

Yarnell et al., 2010; Muhlfeld et al., 2012). Median water depths were less than 0.25 m due to 

modified low flows, which is one of the main reasons for reduction of habitat in the SFBR 

system (Chapter 7, Figure 7.4). In general, modified low flows resulted in lower inundated areas 

(extent), which also contributed in lower habitat, but it is minor compared to impact of water 

depths (Figure 7.4). There were no impacts of water temperatures in habitat for modified low 

flow because they were less than 16oC during winter and spring months. Therefore, our results 

indicated that modification (lowering) of dam release flows less than current minimum flow of 8 

m3/s would degrade Bull Trout rearing habitat in the SFBR system. However, further research is 

required to conclude if lowered habitat can have negative impacts on sustainability (carrying 

capacity) of current Bull Trout population in the SFBR system.  

The temperature effect on habitat quality remained consistent in all three climatic years for 

the regulated scenarios, because stream water temperatures were less than 16oC for each year 

(Figure 9.1 and 8.2).  Hydraulic-defined habitat quality, that quantified using velocity and depth 

supposing temperature is not a limiting factor, were different from those accounting for 

temperature mainly in summer months for the unregulated scenario because of effect of water 

temperature, which were greater than 16oC. Hydraulic-defined habitat quality was much greater 

than combined (hydraulic and temperature) habitat quality in summer months for the unregulated 

scenario. There were no differences between hydraulic and combined habitats in regulated 

scenario because water temperatures were less than 16oC for all three climatic conditions.  

This result underlines the importance of the stream temperature as a critical variable for 

aquatic species habitat (Hillman and Essig, 1998; Poole et al., 2001; Selong et al., 2001; Anglin 

et al., 2004). The dam releases cold water less than 16oC from the bottom of the reservoir and 

increases historic minimum low flows, which suit  Bull Trout (Connor et al., 2003; Null et al., 

2013). Bull Trout use the South Fork Boise River downstream year-round as both overwintering 

and summer rearing habitat during post-dam era (Salow and Hostettler, 2004). Historically, there 

were no migration barriers (e.g., Lucky Peak, Arrowrock, Anderson Ranch or Kirby dams) in the 
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Boise River system, therefore Bull Trout could freely move toward headstream tributary habitats 

to avoid stressing water temperatures in the main stem river. Water temperature of the SFBR 

systems for the unregulated scenario are much higher (>22oC) than the current regulated water 

temperature (USBR, 2013) and late summer flows are considerably low, therefore we speculate 

that there were virtually no habitats during summer months. Our data suggested that Anderson 

Ranch Dam management has not deteriorated Bull Trout rearing habitat downstream. Our results 

are consistent with other studies that dam management alters physical characteristics and water 

quality (temperature), however they were within preferable range for Bull Trout resulting better 

habitat in regulated scenario than for the unregulated (Poff et al., 1997; Muhlfeld et al., 2012).  

9.3.1.2 Spatial habitat shift  

Regulated flows have reduced and limited the connection between main-channel and 

lateral-channel habitats, with the latter a vital zone for many aquatic species (Bunn and 

Arthington, 2002; Martens and Connolly, 2014). The reduction in connectivity is more 

pronounced for the average and wet climatic than dry conditions. Lateral-channel habits were 

significantly higher in the unregulated than regulated scenario for the average and wet conditions 

(Figure 9.3) because of higher stream flows in these conditions than the dry climatic scenario. 

During high flows, they function as refugia (Shirvell, 1994; Bell et al., 2001; Tiffan et al., 2010) 

for fish as high-quality habitat shift from in-channel to lateral-channel due to high (> 1 m/s) flow 

velocity in the main-channel (Figure 9.4). This is supported by the observation that adult and 

subadult Bull Trout and other fish species such as Sculpins, Dace, Kokanee, and Rainbow Trout 

use lateral-channels during high flows in the SFBR system (USBR, 2013). Our study strengthen 

the importance of connectivity between main-channel and lateral-channel habitats especially 

during high flows as previous studied also observed (Bowen et al., 2003; Gorski et al., 2014). 

This suggests that restoration efforts should focus on re-establishing high flows that connect 

main-channel with lateral-channel habitats because they are important ecological indicators for 

aquatic ecosystem (Bednarek and Hart, 2005; Sabaton et al., 2008).   
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Figure 9.3: Channel and lateral channel WUA for regulated and unregulated flows for a. dry 

(2007), b. average (2010), and c. wet (2006) climatic years. 
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Figure 9.4: Spatially distributed habitat quality in main- and lateral-channel for a. 227, b. 142, c. 

68, d. 45, and e. 17 m3/s. Green line is boundary for bankfull extent.  

9.3.2 Can dam management offset degraded habitat? 

Water temperatures were higher than 16oC for the majority of summer days in the 

unregulated scenario, consequently decreasing habitat quality (Figure 9.1 and 8.2). Conversely, 

the regulated water temperature is within the range suitable for Bull Trout rearing habitat. This 

contributed to maximize the habitat and maintain the quantity and quality for the summer 

months. Hydraulic-quantified habitat qualities were much greater than combined (hydraulic and 

temperature) habitat quality that indicates temperature played major role to degrade habitat 

quality for summer months in unregulated scenario.  

Warmer water temperature may become a major issue in future climates for aquatic habitat 

due to climate warming (Null et al., 2013). In our study, dam management reduced water 

temperature (less than 16oC) for summer months and increased the minimum low flows (< 8 

m3/s) in winter and spring months, which improved habitat quality from the unregulated scenario 
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in all climatic conditions. Attention should focus on managing water temperature to maintain and 

enhance aquatic ecosystems. Our study showed that dam management may offset impacts of low 

flows and high water temperature on aquatic habitat by increasing historic low flows and 

decreasing water temperature specifically during dry climatic cases. We also suggest that dam 

management could mitigate some of climate change impacts on the stream water temperature, 

consequently for aquatic ecosystem as with other previous studies (see, Yates et al., 2008; Null 

et al., 2013). Reservoir management may provide suitable coldwater habitat for fish and wildlife 

by releasing water from the bottom of the reservoir when high stream water temperature are an 

issue. However, temperature of water releases depends on reservoir water temperature 

distribution. This is a function of reservoir water level, reservoir bathymetry, hydrodynamics and 

heat exchange. Therefore, research should include a reservoir model, such as Estuary, Lake and 

Coastal Ocean Model (ELCOM), to predict water temperature release through dam based on 

carry-over volume of water from previous year, reservoir level, atmospheric temperature and 

climatic condition (Vilhena et al., 2010).  

9.4 Conclusions 

Our results showed that regulated flows maximize the quantity of habitat as well as 

maintaining good habitat the entire year for adult Bull Trout in the SFBR system regardless of 

climatic conditions compared to the unregulated flows. Summer months were a critical period for 

fish habitat in the SFBR system for unregulated cases in all climatic conditions because summer 

temperatures were comparatively higher than those preferred by Bull Trout. Water temperature 

caused degradation of habitat quantity and quality in summer and early fall months for the 

unregulated scenario, which is further intensified by low flows in the river. In contrast, regulated 

flows maintain uniform habitat throughout the summer period for all three climatic conditions 

because Anderson Ranch Dam operation maintains water temperatures within the range of Bull 

Trout preference. This suggests that dam management has the potential to offset negative 

impacts on fish habitat quality from future climate change effects especially during dry climatic 

years. Nevertheless, our results showed that modification (reduction) of current minimum flow 

(8 m3/s) would result lower habitat than for the regulated cases in the SFBR system. 
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Our results revealed that lateral-channel habitats are important part of river ecosystem, 

which are connected during high flows. High quality habitats shifted to lateral-channels from the 

main-channel, consequently sustaining the high quality habitat during high flows specifically in 

average and wet climatic conditions.  Although our system was static, as we studied each 

climatic condition separately, future study could account for potential climatic scenarios time 

series. This would allow quantifying the risk of climate change on the ecosystems due to 

succession of dry and wet years. 
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10 ANALYSIS OF STRANDING POOL FORMATION  

10.1 Introduction 

The stranding of fish species due to rapid reductions in river water surface elevation is one 

of the ecological impacts associated with dam management (Bragg et al., 2005; Irvine et al., 

2009). Stranding can occur by formation of isolated pool when water surface elevation drops in 

the river. Fish stranding has been reported during high to low flows below dams causing 

mortality of salmonids (Nagrodski et al., 2012) and invertebrates. Dauwalter et al. (2013) 

reviewed stranding data from the SFBR and after finding similarities with other systems 

including Bear River below Grace Dam (Idaho) concluded that the likelihood of fish stranding 

was not related to the rate of change in water surface elevation. The chance of fish stranding 

depends on many factors such as fish species and their life stages, rate of change in water surface 

elevation due to flow management, stream temperature, the time of the day (night Vs day), so it 

appears to be site specific (Higgins and Bradford, 1996; Halleraker et al., 2003; Dauwalter et al., 

2013).  

In this study, we focused on quantifying the impact of flow releases from the Anderson 

Ranch Dam on formation of stranding pools in the South Fork Boise River. We developed 2-

dimensional (2D) model using high resolution (2-meter) channel bathymetry to delineate 

stranding pool formation for different discharge (i.e., 17, 28, 45, 57, 68, 102, 142, 184 and 227 

m3/s) releases from the dam. We compared predicted and observed stranding pool locations to 

verify our approach.  

10.2 Methodology 

We simulated stranding pools based on water depths and inundation extent for different 

flows, when flows recede from high (e.g., 227 m3/s) to base flow (8 m3/s). Stranding pools are 

inundated areas, which are disconnected from the main channel during discharge recession from 

a high to low flows. We defined stranding pools as polygons (areas) greater than 16 m2 (4 cells) 

and were 2 m (one cell) away from other polygons and detached.  
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The goal of this study was to determine the extent of fish stranding pool formation during 

flow downramping. To verify the model results, we compared spatial location of predicted 

stranding pools to surveyed fish stranding pools formed during flow change from 51 m3/s to 8 

m3/s below Anderson Ranch Dam in the South Fork Boise River (Dauwalter et al., 2013). Since, 

the field surveyed stranding pools were reported by a point with X-Y coordinates survey by 

handheld GPS device; it is difficult to compare two-dimensional polygons to the point location. 

The horizontal accuracy (1 to 30 m) of handheld GPS depends on features and their capabilities 

(UC Berkeley, 2015). We calculated the nearest distance of modeled stranding pool (polygon) 

for 57 m3/s from a surveyed point, to analyze model performance on detecting stranding pools. 

Furthermore, we quantified the number of stranding pools and their areas for specified 

discharges. We developed a relationship between flow recession rate and stranding pool areas 

and fitted a regression line. This allowed calculating possible pool areas formation for each day 

based on flow recession rates and regression equation.  

To analyze the role of dam management on stranding pool formation, we compared 

number of days (frequency) that have potential to form the specific areas of stranding pools 

between regulated and unregulated scenarios for dry, average and wet climatic years. 

Furthermore, we also compared number of days (frequency) that have specific flow recession 

rate of <8.5, 8.5-17, and >17 m3/s/day between regulated and unregulated scenarios for high 

(>68 m3/s) and low (>68 m3/s) flows. These three flow recession rates are typically adopted to 

release flow through Anderson Ranch Dam.  

10.3 Results and discussion 

Our results showed that the model delineated stranding pools for 57 m3/s were matched 

with field surveyed stranding pools in 2012 (Figure 10.1). The model was able to delineate the 

pools close to surveyed stranding pools, where median distances were 10.46 m from field 

surveyed pool location. The size of stranding pools ranged from 16 to 1,082 m2. The 

performances of model were deemed satisfactory considering objective of the study and probable 

uncertainties in coordinates of points surveyed using handheld GPS. 
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Figure 10.1: Preliminary map of model delineated stranding pools (green) for discharge 57 m3/s 

and field surveyed stranding pools in 2012. 

The number and areas of stranding pools increased with discharges (Figure 10.2). The 

number of pools increased slowly with discharge up to 68 m3/s (from 34 to 280), whereas they 

increased noticeably for discharges higher than 68 m3/s (from 280 to 2993). Pool area followed a 

similar trend as pool number (Figure 10.2), where pool area increased distinctly for discharges 

higher than 68 m3/s. Inundations maps showed that the flow connects floodplain and side 

channels at discharges higher than 68 m3/s and creates pools, which are disconnected later during 

flow recession to base flow. Our results showed that chance of development of stranding pools 

are higher for large (e.g., 227 m3/s) discharges than those for small (17 m3/s) (Figure 10.3).  
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Figure 10.2: Model delineated number of stranding pools and area against discharge magnitude. 

Rate of pool areas increased slowly (585 m2/m3/s) with discharge up to 68 m3/s, whereas 

they increased noticeably (2666 m2/m3/s) for discharges higher than 68 m3/s (Figure 10.3 and 

9.4a). Field survey reported that more fish were stranded during the recession of flows from 51 

to 25 m3/s than for recession from 17 to 8 m3/s (Dauwalter et al., 2013). 

 
Figure 10.3: Spatially distributed stranding pools for a. 227*, b. 142*, c. 68, d. 57, and e. 17 

m3/s. *only pools more than 200 m2 are shown.  
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Figure 10.4: a. stranding pool (area) formation when flows recede from high (e.g., 250 m3/s) to 

base flow (8 m3/s), b. frequency of days (%) that specific areas of stranding pool formation 
between regulated and unregulated scenarios for dry, average and wet climatic conditions, c., 
frequency of days  for down ramping rate of <8.5, 8.5-17, and >17 m3/s/day during flow <68 

m3/s and  d. flow >68 m3/s. 

10.3.1   Probabilities stranding pool formation  

Number of days (frequency) corresponding to different stranding pool formation areas 

were higher for unregulated than for regulated scenarios in all climatic conditions (Figure 10.4b) 

indicating that there were higher probabilities of stranding pool formation in the unregulated than 

regulated case. Wet climatic years had higher frequency of stranding pools compared to average 

and dry climatic years because the higher flows caused frequent connection with lateral-

channels, floodplains and backwater areas, which have greater potential to form stranding pools 

(Bradford, 1997; Brown, 2002). This suggests that fish stranding is potentially a natural 

phenomena driven by both natural (high degree of seasonal flow fluctuation) and anthropogenic 

activities (for the flow regulated case) (Junk et al., 1989; Bradford, 1997; Brown, 2002). Studies 

have documented evidence of fish stranding within gravel depression, isolated flood channels 

and side channels after the spring floods in natural and regulated systems (e.g., Brown, 2002).  
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10.3.2 Flow recession rates  

The majority of flow recession rates were <8.5 m3/s/day for flows less than 68 m3/s in both 

regulated and unregulated scenarios and all climatic cases, whereas the minority of flow 

recession rates falls into 8.5-17, and >17 m3/s/day (Figure 10.4c). Percentage of all flow 

recession rates (<8.5, 8.5-17, and >17 m3/s/day) were higher in the unregulated than regulated 

scenarios. The percentage of all flow recession rates were distinctly lower for flow >68 m3/s than 

for < 68 m3/s, but showed similar trend between unregulated and regulated scenarios and all 

climatic cases. This suggests that current dam management has recession rates comparable to 

those observed in the natural system. However, flow regulation has reduced the frequency of 

flow recession rates at both daily and seasonal temporal scales in comparison with unregulated 

scenario because dam released constant flows for longer periods (see, Chapter 8). Consequently 

the system is less variable than the natural system and may have reduced the risk of fish 

stranding (Bradford, 1997; Brown, 2002). Average water level recession rates were 0.4-0.8 cm/h 

for recession rate of flows 8.5-17 m3/s/day based on model simulations, when flows were less 

than 68 m3/s in our study site, which are distinctly lower than recommended maximum water 

level recession rate about 2.5-5 cm/h on another study to reduce probability of fish stranding in 

gravel bars of regulated river (Higgins and Bradford, 1996). This result showed flow recession 

rates adopted in SFBR for dam management may not increase fish stranding compared to 

unregulated case, however, many other factors such as water temperature, channel morphology 

and species and life stages play a role.  

10.4 Conclusion 

The model delineated stranding pools were close to field surveyed pools. Large discharges 

have higher chance of developing stranding pools than small discharges. Probabilities of 

formation of stranding pools were greater for unregulated flows than for regulated flows for all 

climatic cases. Dam management reduced flow magnitude and helped to reduce flow recession 

rates compared to unregulated cases. 
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11 HYPORHEIC FLUX MODEL 

11.1 Introduction 

Part of the stream water flows as subsurface flow within the streambed sediment (Tonina, 

2012). These flows are known as hyporheic flows and cause an exchange of water between 

surface stream water and stream pore water within the streambed material. They have important 

ecological impact affecting the habitat of developing embryos which salmonids typically bury 

within the streambed hyporheic sediments (Tonina and Buffington, 2009). Here we measured 

hyporheic flows nearby a debris flow formed after a wildfire in the SFBR. The location was 

selected to detect changes in hyporheic flows as fine sediment delivered by the debris fan were 

eroded away during high summer irrigation flows. Additionally, dam operations coordinated a 

flood pulse to move most of the fines. Consequently, our measurements coordinated with this 

effort to monitor changes in hyporheic flows. 

11.2 Methods 

Hyporheic flows are quantified using the method based upon one-dimensional advection 

and diffusion of temperature (Luce et al., 2013; Tonina et al., 2014), where phase, , and 

amplitude, A, of cyclic temperature signals from paired temperature sensors in the surface water 

and within the streambed sediment are analyzed (equations 1-3):  
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where η  is a dimensionless number relating the natural logarithm of the amplitude ratio,

1

2

A

A
Ar  , to the phase difference between paired temperature signals, Δ . 

T

 2
 , is the 

expected angular frequency and T is the period of the temperature signal being analyzed. 

Calculation of sediment thickness between temperature sensors, Δz, allows quantification of bed 

elevation changes over time. Effective thermal diffusivity, κe, is a thermal property of the 

sediment and pore-water matrix and is calculated from the temperature time series obtained 

during an intitial, steady state elevation of the bed where Δz is known and constant. This 

calculation of κe is different from previous methods (Constantz, 1998; Hatch et al., 2006; Keery 

et al., 2007; Lautz, 2012; Swanson and Cardenas, 2010), which require an estimated value of κe . 

Once known, κe should remain unchanged, thus the value is held constant, and Δz over time is 

calculated. Bed elevations are then calculated by summing Δz and respective temperature sensor 

constant elevations. 

Seepage velocities, i.e., Darcy velocities, can be calculated at each location once κe is 

known. Luce et al. (2013) provide one option for calculating advective thermal velocity 

independent of depth: 
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1
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 ev  (11.4) 

The equations and the signal analysis were coded in the open source statistical computing 

environment, R. Numerical analysis uses a discrete Fourier transform (DFT) to extract phase and 

amplitude from cyclical temperature time series. Bed elevation and velocity calculations use only 

measured temperature data and require no parameterizations. 

11.3 Temperature probes design 

UHMW (Ultra High Molecular Weight) plastic tube houses the same DS18B20 

temperature sensors used in the laboratory. The 1 inch long sensors are placed at a 45 degree 

angle to allow a smaller diameter tube. Exact sensor locations along the probe are referenced 

using the unique serial address of each individual sensor. The three wires from each sensor are 
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connected in a star network, allowing one three wire sleeved bundle to exit the top of the probe 

with a connector for connection to a data logger. This connector provides the advantage to 

connect the probe to an attached data logger or to run longer wires and connect multiple probes 

to one central data logger. A 60 degree angled aluminum cone drive tip is inserted and pinned in 

the bottom of the probe and is larger in diameter at the probe/tip interface, allowing for driving 

and anchoring the probe. The anchor ensures the probe will not uplift or float out of the 

sediments during deployment and during scour events, assuming scour is not so deep to remove 

the probe entirely. An open source Arduino based microcontroller is used for data logging onto a 

micro SD card. It is powered with AA, alkaline batteries and is placed inside a waterproof 

housing, constructed with 1 ½ inch PVC fittings and pipes. 

11.4 Temperature probes installation 

Installation in the field can be challenging and involves driving the probe into the 

streambed using a 2 ½ inch diameter cast iron pipe and a large post hammer. The drive tip fits 

snuggly just inside and against the bottom end of the driver and is placed with the probe inserted 

in the pipe before driving the assembly vertically down into the stream bed with a post hammer. 

The driver is then carefully pulled up, leaving the installed probe in the bed. The data logger is 

then connected to the probe with the waterproof connector and placed on top of the probe using 

the threaded connection. Excess wire is placed within a storage cavity in the data logger housing 

during deployment.  

Field temperature probes were deployed on August 6, 2014 in the South Fork Boise River 

(SFBR) (Figure 11.1). Several tributaries to the SFBR deposited major alluvial sediments into 

the river in 2013 following wildfires in the area. One of the largest debris fans was selected for 

scour and hyporheic flow monitoring due to the high probability of changes in streambed 

elevation due to the loose arrangement of the sediment and to quantify the impact of fine 

deposition in the flow and potential scour of those fines. The U.S. Bureau of Reclamation 

(USBR) manages the dam and planned a high flow release of 68 m3s-1 (hereafter referred to as 

flood) for the period from August 18 through 27 to remove fine sediments delivered by the 

debris fans. Grain size distributions, derived from a Wörman pebble count survey, for the 
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streambed before and after the flushing flow (i.e. flood) are shown in Figure 11.2 for the selected 

debris fan. 

Two of the aforementioned temperature probes were installed. In addition, two probes 

constructed of Hobo Tidbit sensors in PVC pipe, similar to the design presented in the work of 

Tonina et al. (2014), were used at intermediate locations of the two other probes. To collect 

water surface temperature, one additional, single Hobo Tidbit sensor was placed in the surface 

water where no scour or deposition was expected. Data from each temperature sensor was 

collected and recorded at 15 minute intervals. Probe locations and initial bed elevations relative 

to the probe and a control point were surveyed using an engineering level. The four locations are 

labeled 1, 2, 3, and 4, starting at the upstream end of the debris fan toward the downstream end, 

respectively. The probes were deployed until September 29, at which point the probes were no 

longer submerged. Final bed elevations relative to each probe were measured using a ruler prior 

to removal. To evaluate scour/deposition, each probe location is assigned an initial bed elevation 

of 0 cm, thus scour events are represented by negative values and deposition with positive 

values. Bed elevation change is tracked by measuring the distance from the top of the probe to 

the bed before and after the high flow event. Increase in the distance indicates scour occurred 

(negative bed elevation), and decrease in the distance indicates deposition occurred (positive bed 

elevation). No additional measurements were possible during the flood period due to safety. 
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Figure 11.1: Left: South Fork Boise River study site showing the debris flow that added sediment 
to the channel, with approximate thermal scour/ deposition chain installation locations 1, 2, 3, 4. 
(Photo used with permission from the USDA, Boise National Forest); Middle: Field temperature 

probe; Right: Temperature probe installed with data logger. 

 
Figure 11.2: Pre-flood (blue) and post-flood (red) grain size distribution at South Fork Boise 
River locations 1 and 2. Locations 3 and 4 did not experience significant change in grain size 

distribution due to little scour or deposition and their grain size distribution remained similar to 
the pre-flood condition.  
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11.5 Field Study Site 

For the period prior to the flood flow, amplitude of the temperature signals from sensor 4 

and deeper were too low to obtain results for κe at any of the four locations. After flood and 

associated scour events at locations 1 and 2, the temperature signal from sensor 4 was strong 

enough to obtain results, but sensor 2 no longer provided results as it was in the surface water. 

The paired adjacent sensor results were used to verify sediment did not move in these locations.  

Locations 3 and 4 provide very similar results before and after scour suggesting no sediment 

movement at these elevations along the temperature probe. At locations 1 and 2, values for 

sensor 4 after scour are similar to those at sensor 3 before scour, indicating that sediment 

between sensors 3 and 4 did not move, while some sediment between sensors 2 and 3 was 

scoured. 

Figure 11.3 shows the streambed elevation changes calculated from the temperature data at 

each of the four probe locations in the SFBR, along with the pre-flood measured bed, post-flood 

measured bed, and post-flood calculated average bed. The last is the mean of the calculated bed 

elevation during post-flood period of data relative to the initial bed elevation of 0 cm at each 

location. Bed elevations relative to each probe were measured after installation using an 

engineering level and after flow recession using a ruler. For each plot, the dam release 

hydrograph is shown on the secondary axis in blue.  
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Figure 11.3: South Fork Boise River measured and calculated stream bed elevations at locations 

1, 2, 3, and 4, plotted with the hydrograph released from Anderson Ranch Dam (secondary 
y-axis, blue line). 

Stream sediment seepage velocities were calculated for each probe location (Figure 11.4). 

At locations 3 and 4, measured seepage velocities are near zero and have little noticeable change 

throughout the installation period. However, there is some noticeable increase in upwelling 

velocities (negative indicates upward velocity) at locations 1 and 2 during the high flow period 

and continuing after high flow subsided. Location 2 also appears to have some seepage velocity 

that is a function of streamflow.  

−40

−30

−20

−10

0

10

20

B
ed

 e
le

va
tio

n 
ch

an
ge

 (
cm

)

0 10 20 30 40

1.

35

45

55

65

75

−40

−30

−20

−10

0

10

20

0 10 20 30 40

2.

St
re

am
fl

ow
 (

cm
s)

35

45

55

65

75

−40

−30

−20

−10

0

10

20

B
ed

 e
le

va
tio

n 
ch

an
ge

 (
cm

)

0 10 20 30 40

Time (days)3.

35

45

55

65

75

Pre−flood Post−flood Calculated

−40

−30

−20

−10

0

10

20

0 10 20 30 40

Time (days)4.

St
re

am
fl

ow
 (

cm
s)

35

45

55

65

75

Calc mean post−flood Streamflow



151 

 
Figure 11.4: South Fork Boise River calculated sediment seepage velocities at field locations 1, 
2, 3, and 4, plotted with the hydrograph released from Anderson Ranch Dam (secondary y-axis, 

blue line). Depth of temperature sensor increases with increasing sensor number 

Locations 1 and 2 experienced significant bed scour, and changes in seepage velocities 

were measured after the scour event. Negative velocities indicate upward flow, which may be 

present at a location due to the stream receiving groundwater inputs in the area associated with 

steep, high ridges on either side of the river. It is possible that the small, cohesive particles 

present prior to scour caused low hydraulic conductivity of the bed material, limiting the stream 

recharge. During scour, fine particles where removed from the surficial layer, typically 2 median 

grain sizes thick. The reduction of fine material in the armored layer increased the hydraulic 

conductivity of the sediment and thus increased seepage flux within this thin and near surface 

layer. At location 2, significant upward seepage flux occurred during scour, which may be linked 

to hyporheic return flow through the riffle from the upstream pool. Probes 3 and 4 detected little 

or no change in velocity after the high flow event, which is expected due to minor streambed 

changes at these locations. Velocity data combined with water thermal regime are useful 

information to characterize benthic organism habitats. Solutes and particle drift depend on near 

bed and intra gravel velocity, and metabolic rate and growth depend on water temperatures. Dam 
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operations, which impact both thermal and flow regime of the surface water, affect the 

subsurface environment and the behavior of dwelling organisms, as observed by others (Bruno et 

al., 2009). 

11.6 Conclusion 

Hyporheic fluxes were measured in a small reach of the SFBR after wildfire-triggered 

debris fans entered the system. Because fine sediment covered most of the system this location 

was chosen to monitor if hyporheic flows were still present and if scour could increase the 

exchange by removing fine material. 

Results show that hyporheic flows increased at the 2 locations where scour occurred. Flows 

were both upwelling and downwelling indicating changes of hyporheic flow cells with discharge 

and time possibly due to groundwater effects. Additional measurements are needed to understand 

how hyporheic flow changes along the SFBR and are important to monitor changes in hyporheic 

flows as fine sediments are removed from the system. 
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12 APPENDIX A: MAPPING OF SUCCESSFUL COTTONWOOD RECRUITMENT AND 

PLANTATION IN THE SOUTH FORK BOISE RIVER 

12.1 Introduction 

Reservoir operations cause regulated and predictable pattern of stream flows, which may 

limit, if not prevent, successful recruitment of native riparian cottonwood species (Auble and 

Scott, 1998; Lytle and Merritt, 2004; Braatne et al., 2007). Riparian cottonwood are highly 

productive, protects banks from erosion, which may have detrimental impact on aquatic habitats, 

maintains favorable water temperature for fish by providing shade and are source of nutrients 

and woody debris for the channel (Naiman et al., 1993). The recruitment of cottonwood trees is 

strongly dependent on infrequent high flows that create moist bare emerged patches. It also 

requires specific flood recession pattern for seedlings to establish successfully (Figure 1) 

(Mahoney and Rood, 1998; Braatne et al., 2007; Burke et al., 2009; Benjankar et al., 2014a).  

Riverbanks of the South Fork Boise River downstream Anderson Ranch Dam have mostly 

old stands of cottonwood trees without new generation establishment. The 2013 wild fire 

damaged most of those cottonwood stands, which successively died. Current efforts focus on 

planting cottonwood seedlings to restore cottonwood forest. However, unfavorable flow 

recession, location and timing of planting may prevent successful growth resulting in loss of the 

investment. 

This investigation developed a two-dimensional (2D) hydraulic model coupled with a 

cottonwood recruitment model to predict favorable areas for cottonwood seedling plantation (In 

this report, plantation refers to areas that are planted with propagated cottonwood seedlings for 

the purpose of enhancing natural recruitment) and evaluated the opportunity for successful 

natural cottonwood recruitment for current post-dam flow release case.  

13 METHODOLOGY 

13.1 Study area 

We focused on the first 23 km reach of the South Fork Boise River, downstream of USGS 

Anderson Ranch Dam gauge station to Private Bridge near Danskin Bridge. The reach is braided 
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in several areas and has numerous side channels. Floodplain is 30 to 200 m wide and has some 

old cottonwood trees.  

13.2 Requirement for successful natural cottonwood recruitment 

The ecophysiologies of riparian cottonwoods and successful natural recruitment depend on 

riverine processes (Braatne et al., 1996). Successful cottonwood seedling recruitment is 

associated with channel and bank geomorphology, sediment transport and timing, magnitude and 

duration of large floods (Mahoney and Rood, 1998; Amlin and Rood, 2002). River hydrology is 

the driving force for these processes. In natural systems, water surface elevations recede 

following large floods and expose barren areas on floodplains and riparian zones, which are 

colonized by cottonwood seedlings. Successively, surface moisture conditions and water table 

decline rates govern seedling survival (Mahoney and Rood, 1991; Johnson, 1994). If the rate of 

water table recession exceeds the rate of root elongation, seedling mortality occurs due to 

drought stress (Braatne et al., 1996). This is one of the most common causes that prevents 

cottonwood recruitment in regulated reaches downstream reservoirs (Figure 13.1).  

 
Figure 13.1: Required physical criteria for successful cottonwood requirement and typical 
hydrographs for pre-dam (unregulated) and post-dam (regulated) reaches (Benjankar et al., 
2014a). Green line shows water surface optimal rate of change for cottonwood recruitment. 
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13.3 Survey of cottonwood recruitment sites 

We surveyed cottonwood seedling recruitment areas in late summer 2016 (October) along 

the South Fork Boise River.  We used hand-held GPS to survey cottonwood patches and 

delineated boundaries of cottonwood recruitment areas during the field visit. We observed 

sporadic cottonwood seedling recruitment in only few areas: at 5 main channel shoreline 

locations and 8 islands or exposed sediment bars. This is the typical case in regulated river 

systems (Figure 13.2a). We observed cottonwood recruitment within a narrow band (2 to 4 m) 

close to the channel (Figure 13.2b and c).  
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Figure 13.2: Example of field survey natural cottonwood recruitment area (a) and field surveyed 

cottonwood recruitment on a narrow band near channel (b and c).  

13.4 2D hydraulic and cottonwood model 

A 2D hydraulic model with grid size of 2m by 2m of the study area was developed and 

used to simulate water surface elevations and flow hydraulics for 300, 600, 1000, 1600, 2000, 

2400, 3600, 5000, 6500 and 8000 cfs flow release from the Anderson Ranch Dam. We linearly 

interpolated water surface elevations for discharges between those simulated. This allows us to 

a) 

b) c) 
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identify the water surface elevation for any released flow between 300 and 8000 cfs.  Required 

input parameters for the cottonwood model are seed dispersal period, shear stress, mortality 

coefficient, which is function of water surface recession rate, and elevation of topography 

reference to the mean water level in the channel (Figure 13.3). The cottonwood model predicts 

fully favorable, partially favorable, low favorable and not favorable areas for successful 

cottonwood recruitment, using rule-based Fuzzy approach (Figure 13.3) (Benjankar et al., 

2014a).  

 
Figure 13.3: Input physical variables and output from the cottonwood model. Figure is modified 

from Benjankar, et al. (Benjankar et al., 2014a) 

13.5 Prediction of areas for seedling plantation 

For the scope of this project, we predicted only “Fully Favorable” (referred to as 

“favorable” for the remainder of this report) areas for cottonwood seedling plantation based on 

following assumptions:  

 Cottonwood seedlings (1-year) have at least 50 cm root length and roots are fully buried 

into the ground during springtime. 

 Shear stress is considered “Good” for entire area, because seedling will be planted. 

 3-day average water surface recession rate of ±1 to 10 cm per day is considered “Good” 

during May 20 to September 15 

 Mortality coefficient <30 is considered “Good” 
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 Water surface elevation 25 to 120 cm above base flow level is considered “Good” 

Favorable areas for cottonwood plantation were predicted based on the assumption that the 

ground water table is directly associated with water surface elevations in the channel. This is a 

reasonable assumption because of the confined characteristic of the canyon system. These 

assumptions are reasonable because seedling will be planted and not naturally germinating 

(Benjankar et al., 2014a). 

13.6 Result and discussion 

13.6.1 Survey of cottonwood recruitment sites 

We observed sporadic cottonwood seedling recruitment in the South Fork Boise River 

along the 5 main channel shoreline locations and 8 islands or sediment bars surveyed. Hydraulic 

modeling showed that these areas are frequently flooded by medium- and high-regulated flows 

during spring and summer months. Thus, although seedlings were observed at these areas, 

subsequent spring and summer month floods may remove them because these areas were at low 

elevations relative to water surface elevation at minimum flow 8 m3/s and near the channel.  This 

field visit revealed that substrate at these areas were dominated by coarse gravels and cobbles. 

Large sediment sizes without fine materials indicate the river system has high stream power. We 

also noticed that most exposed gravel bars are notably armored indicating lack of fine sediment 

in the system. Riverbed armoring process is typical of regulated river systems like South Fork 

Boise River. Cottonwood seedling habitat requires moist sediment bars with elevations higher 

than low flow water levels (Mahoney and Rood, 1998). Consequently, these observations explain 

the unsuccessful natural cottonwood seedling recruitment in the South Fork Boise River. This is 

mainly due to lack of fine sediment on bars and unfavorable water surface elevation recession 

rates, which affect water table in the nearby areas of the channel. 

13.6.2 Simulated favorable areas for cottonwood seedling plantation  

The model simulated spatially distributed favorable areas for cottonwood seedling 

plantations (green areas in Figure 13.4,Figure 13.5, Figure 13.6 and Figure 13.7). Favorable 

areas were located at Site 1 (Figure 13.5), 2 (Figure 13.6), and 3 (Figure 13.7), which are located 

downstream from USGS Anderson Ranch gauge station, Cow Creek Bridge and Danskin Bridge, 
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respectively. These areas are primarily braided reaches with side channels and islands, which 

provide characteristics similar (but at a smaller scale) to developed floodplains. The predicted 

areas were similar to the field conditions where matured and old cottonwood trees were 

observed. 

 
Figure 13.4: Favorable areas for cottonwood plantation. 

 Cottonwood model applied to Anderson 
Ranch Dam gage station to Private 
Bridge  below Danskin bridge

 River (blue) base flow 300 cfs (8.5 m3/s)

 Potential area for plantation (green) 
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Cow Creek 
Bridge

USGS 
Anderson 
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Dam gage 
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Figure 13.5: Detailed favorable areas (green) for cottonwood plantation at Site 1, downstream of Anderson Ranch Gauge Station 

(2790 m river distance from the Dam). Red triangles and yellow circles indicate river distance (m) from Anderson Ranch Dam and 
road distance based on Anderson Ranch Gauge Station, respectively.   
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Figure 13.6: Detailed favorable areas (green) for cottonwood plantation at Site 2, downstream of 
Cow Creek Bridge (12990 m river distance from the Dam). Red triangles and yellow circles 

indicate river distance (m) from Anderson Ranch Dam and road distance based on Cow Creek 
Bridge, respectively.   

Cow Creek 
Bridge 

13801 

14793
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Figure 13.7: Detailed favorable areas (green) for cottonwood plantation at Site 2, downstream of 
Danskin Bridge (18690 m river distance from the Dam). Red triangles and yellow circles 

indicate river distance (m) from Anderson Ranch Dam and road distance based on Danskin 
Bridge, respectively.   

21794

22815
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Conversely from natural seedling recruitment, plantation has several favorable areas. 

Favorable areas may also include part of road, campground and tributaries, which should not be 

used for cottonwood plantation. Spring months may provide favorable conditions for cottonwood 

seedling plantations because of moist soil resulting from snow runoff and precipitation in the 

watershed. The Arc-GIS files are provided in a zip archive for easy printing of the favorable 

planting zones. 

14 CONCLUSIONS 

Field observation and numerical modeling show that natural cottonwood seedling 

recruitment is not successful in the South Fork Boise River mainly due to lack of fine sediment 

on emerged bars during the seedling dispersal period and unfavorable water surface elevation 

recession rates. 

Conversely, planting of cottonwood seedlings (1-year) with 50 cm root length can be 

successful along the upper 23km portion of the South Fork Boise River downstream Anderson 

Ranch Reservoir. The numerical model developed in this work identified several locations, 

which are provided in Arc-GIS files. We suggest planting cottonwood seedlings in early Spring 

when sediment is moist and plants start to become active. 
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